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Abstract

The formation of internal transport barriers observed in both JET and DIII-D are reproduced in predictive transport simulations. These simulations are carried out for two JET optimized shear discharges and two DIII-D negative central shear discharges using the Multi-Mode model in the time-dependent 1-1/2-D BALDUR transport code [C.E.Singer \textit{et al.}, Comput. Phys. Commun. \textbf{49}, 275 (1988)]. The Weiland model is used for drift modes in the Multi-Mode model in combination with either Hahm-Burrell or Hamaguchi-Horton flow shear stabilization mechanisms, where the radial electric field is inferred from the measured toroidal velocity profile and the poloidal velocity profile computed using neoclassical theory. The transport barriers are apparent in both the ion temperature and thermal diffusivity profiles of the simulations. The timing and location of the internal transport barriers in the simulations and experimental data for the DIII-D cases are in good agreement, though some differences remain for the JET discharges. The formations of internal transport barriers are interpreted as resulting from a combination of $\mathbf{E} \times \mathbf{B}$ flow shear and weak magnetic shear mechanisms.
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I INTRODUCTION

Internal Transport Barriers (ITBs) have now been observed in most large tokamaks [1, 2, 3, 4, 5, 6] since they were first discovered in JT-60U [1, 2]. An ITB is a region where a steep temperature and/or density gradient forms inside a tokamak plasma, usually within the region $\rho \lesssim 0.6$, where $\rho$ is the normalized minor radius. In tokamaks with toroidal plasma velocity measurements, it is found that the region within an ITB is also the region where the toroidal rotation velocity gradient is steep. This high performance regime can occur with a lower power threshold than required for the H-mode regime, where the transport barriers are located at the plasma edge.

Internal transport barriers are produced in two optimized magnetic shear (OS) discharges in JET, shot #40542 and #40847 [5, 6, 7]. In both shots, Neutral Beam Injection (NBI) is the major auxiliary power source, although there is some RF heating as well. The $q$ profiles generated by current ramping in these two shots are flat and low in the core (near the magnetic axis) and steeply rising approaching the edge, with the minimum value of $q$ greater than unity throughout the plasma. In both discharges, the ITB forms first in the core while the edge remains in L-mode. Then the ITB expands towards the edge. In one shot (#40542) an ELMy H-mode subsequently occurs and results in the co-existence of both an internal transport barrier and an edge transport barrier (ETB) until the ramping down of NBI power. In the other JET shot (#40847), the edge plasma first transits to an ELM-free H-mode and then enters ELMy H-mode phase, during which the internal transport barrier decays. While it is an interesting feature for these two shots that both ITB and ETB co-exist, we focus on the ITB behavior in our simulations.

Internal transport barriers are also formed in the two negative central magnetic shear (NCS) discharges in DIII-D, shot #84682 and #87031 [8, 9]. NBI is the only auxiliary power source in these two shots, which produced ion temperature profiles with large gradients in the region of the minimum of the $q$ profiles. In the discharge with larger negative central magnetic shear (#84682), the internal transport barrier is steeper than the one in the dis-
charge with weaker NCS (#87031). Both of these DIII-D discharges retain L-mode behavior at the edge, which provides a good opportunity for the study of ITB in the simulations.

The weak and/or reversed magnetic shear in the plasma core is generally considered as an important factor contributing to the formation of ITBs. In TFTR and DIII-D, internal transport barriers are usually produced with reversed magnetic shear (RS) or negative central magnetic shear in the plasma core. In JET, ITBs occur in the optimized magnetic shear scenario, with low central magnetic shear. One theoretical argument is that the toroidal coupling of the drift modes is weak in regions of low magnetic shear, leaving the modes more slab-like and hence more localized [10].

In addition to the weak or reversed magnetic shear, the $E \times B$ flow shear in the core region is considered to be another crucial factor for the formation of ITBs. Since the discovery of the H-mode, the ion drift mode turbulence suppression due to $E \times B$ flow shear has long been identified as the critical mechanism in a number of different high performance regimes [11]. Magnetic shear and $E \times B$ flow shear have been incorporated into various transport models, and simulations have been carried out based on a paradigm of the ITB dynamics [12, 13, 14] similar to that of H-mode [15, 16]. In this paradigm, the build-up of the microturbulence level due to the increasing temperature or density gradient driven by auxiliary heating generates spontaneous $E \times B$ flow in the plasma through anomalous momentum transport. This is in addition to the $E \times B$ flow of plasma that can be driven by input torque (e.g. NBI). The increase in $E \times B$ flow shear suppresses the microturbulence, leading to the decrease of anomalous transport of particle and energy and the increase of density and temperature gradients, namely, the formation of the transport barrier. The suppression of the turbulence level also reduces the anomalous driving force (e.g. “Reynolds stress”) for the $E \times B$ flow and its shear. The balance of these two opposite trends produces a new steady state with higher plasma confinement, which is the case for H-modes when this process happens at plasma edge. In the central region of plasma, the weak magnetic shear serves as another confinement enhancing mechanism by reducing radial decorrelation length of drift modes and decreasing growth rate of the drift mode ballooning branch. The decrease of the radial
correlation length is due to lower density of the rational surfaces [10]. The combination of these two mechanisms, $E \times B$ flow and magnetic shear, in the inner region of plasma is expected to result in the formation of ITBs with a power threshold that is lower than if only one mechanism were present. Recently, remarkable agreement with experimental data is reported for the simulations of a DIII-D internal transport barrier discharges by Kinsey et al. [13] using GLF23 transport model.

In our work, we use the Multi-Mode model (MMM) in the time-dependent transport code BALDUR to implement the above ITB paradigm and predictively simulate profiles for the ITBs in the two JET optimized shear (OS) discharges and the two DIII-D negative central shear (NCS) discharges. The Multi-Mode model is an advanced fluid model that is used to compute four channels of transport. This transport model has been used in simulations of a wide range of L-mode and H-mode discharges where good agreement with experimental data is obtained [17, 18, 19]. The $E \times B$ flow shear mechanism is implemented in the current version of the Multi-Mode model by subtracting the Hahm-Burrell shearing rate $\omega_s$ [20] from the drift mode growth rate, or by multiplying the ion drift mode induced transport coefficients by the suppression factor $1/(1 + (\Upsilon_s/\Upsilon_{sc})^2)$, where $\Upsilon_s$ is the Hamaguchi-Horton shear parameter [21] (defined in next section). Both $\omega_s$ and $\Upsilon_s$ are computed using the radial electric field $E_r$, which is computed from the poloidal and toroidal flow velocities and the pressure gradient. The poloidal flow velocity is obtained from a neoclassical model [22, 23], while the toroidal flow velocity is taken from the experimental data. The weak magnetic shear mechanism works through the magnetic shear effect already present in Weiland model for drift modes in the Multi-Mode model. It also enters the model through the Hamaguchi-Horton parameter $\Upsilon_s$ in combination with the $E \times B$ flow shear effect, as noted above. Internal transport barriers are reproduced in our simulations for the discharges in both machines, consistent with the $E \times B$ flow shear and weak magnetic shear mechanisms of ITB dynamics.

The paper is organized as follows. In Section II, the implementation of $E \times B$ flow shear and weak magnetic shear mechanisms in multi-mode model are described. Then in
Section III and Section IV the detailed setting for the simulation runs and the corresponding results are presented. Finally, we summarize the simulation results and discuss possible future work in Section V.

II TRANSPORT MODEL

The Multi-Mode model determines multiple channel anomalous transport coefficients by combining quasilinear transport contributions from several modes that co-exist in tokamak plasmas. These include ion temperature gradient (ITG) and trapped electron modes (TEM) in the Weiland model [24, 25, 26], the drift-Alfvén modes in a model developed by Scott and Bateman [27, 28], as well as a model for kinetic ballooning modes. A complete description of the model and the parameters in the MMM95 version of the Multi-Mode model is given in Ref. [17]. In the current version of Multi-Mode model, we replace the MMM95 resistive ballooning mode model at plasma edge with the drift-Alfvén mode model described in Ref. [28]. Below we focus on the implementation of $E \times B$ flow shear and magnetic shear stabilization mechanisms in the version of MMM employed in this study.

The $E \times B$ flow shear has long been considered as a suppression mechanism for the microturbulence [11]. Gyrokinetic simulations by Waltz et al. [29] show that the suppression of microturbulence occurs when the Hahm-Burrell $E \times B$ flow shearing rate $\omega_s$ is greater than the maximum growth rate of all the drift modes. This result is used to simulate the $E \times B$ flow shear mechanism in several transport models, including the IFS-PPPL and MMM95 models, by using the reduced growth rate $\gamma - \omega_s$ in the estimation of turbulent transport coefficients. The Hahm-Burrell shearing rate $\omega_s$ is given by [20]

$$\omega_s = \left| \frac{RB_\theta}{B_\phi} \frac{\partial}{\partial r} \left( \frac{E_r}{RB_\theta} \right) \right|,$$

where the profiles of radial electric field $E_r$ and safety factor $q$ are needed. Here, $R$ is the major radius, $B_\theta$ and $B_\phi$ are poloidal and toroidal components of magnetic field, and $r$ is the minor radius (half-width). The radial electric field $E_r$ is usually obtained by solving poloidal and
toroidal momentum transport equations for poloidal and toroidal rotation velocity profiles, since

\[ E_r = u_{\phi i} B_\theta - u_{\theta i} B_\phi + \frac{1}{Z_i e n_i} \frac{d p_i}{d r}. \]  

(2)

where \( u_{\phi i} \) and \( u_{\theta i} \) are toroidal and poloidal components of ion velocity, \( e \) is the electron charge, \( Z_i \) is the ion charge number, \( n_i \) is the ion density, and \( p_i \) is the ion pressure. In current BALDUR code, the poloidal rotation velocity \( u_{\theta i} \) is computed based on neoclassical model [22, 23], while the toroidal rotation velocity \( u_{\phi i} \) is taken from experiment measurement, which is available in JET and DIII-D for the impurity ions. The reduced growth rate \( \gamma - \omega_s \) is used to compute the turbulent transport coefficients for the drift modes in Weiland model as one way of implementing the \( E \times B \) flow shear mechanism in current Multi-Mode model. However, a coefficient \( C \), greater than unity in front of \( \omega_s \) in the reduced growth rate \( \gamma - C \omega_s \), is required in order to produce simulation profiles that most closely match experimental data in some cases. The need for the coefficient \( C \) has been reported by other researchers as well [13].

An alternative to the Hahm-Burrell flow shear model takes into account the effect of weak magnetic shear in addition to the \( E \times B \) flow shear mechanism. In this model, all the turbulent transport coefficients of ion drift modes are multiplied by a factor \( 1/[1+(\Upsilon_s/\Upsilon_{sc})^2] \), where \( \Upsilon_s \) is the dimensionless Hamaguchi-Horton shear parameter [21]

\[ \Upsilon_s \approx \sqrt{\frac{m_i}{T_e}} \frac{R \partial_\psi (E_r/R B_\theta)}{\partial_\psi \ln q}. \]  

(3)

and \( \Upsilon_{sc} \) is the critical value (\( \Upsilon_{sc} \approx 1 \)). Here, \( m_i \) is the ion mass, \( T_e \) is the electron temperature, and \( \psi \) is the magnetic stream function that can be used to label magnetic surfaces. Note that when the magnetic shear in the denominator in Eq. (3) is small the value of \( \Upsilon_s \) is greatly increased. In shear-slab case, Hamaguchi et al. [21] showed that linear Ion Temperature Gradient mode growth rate decreases as \( \Upsilon_s \) becomes sufficiently large and that the corresponding turbulent transport is reduced when \( \Upsilon_s \) rises above a critical value between 1 and 2 in 3D turbulence simulations. These studies suggest the use of \( \Upsilon_s \) as the \( E \times B \) flow shear parameter in the weak magnetic shear region and provide the motivation for the above
modeling.

The magnetic shear effect enters the Weiland model for drift modes through its influence on the form of the perturbations along the magnetic field lines [25]. In the strong magnetic shear region, the electron motions parallel to the magnetic field line are greatly impeded; hence, the perturbations are strongly ballooning-like. This ballooning feature of the perturbation is reduced in the weak magnetic shear region, along with the growth rate of the mode. This mechanism is implemented in Weiland model through the averaged ion acoustic operator $<∇_\parallel^2>$ and the averaged Alfvén operator $<∇_\parallel \nabla^2_\perp ∇_\parallel>$, which are reduced where magnetic shear is weak.

The above transport model is implemented in the time-dependent transport code BALDUR to simulate the formation and evolution of ITBs observed in the JET and DIII-D discharges. The simulations and the results are described in next two sections.

III SIMULATION METHODOLOGY

Predictive simulations involve the specification of some of the experimental conditions and the theoretical models. The experimental conditions include:

1. Geometrical and physical parameters: tokamak size, toroidal magnetic field, and properties of the hydrogenic and impurity gases. The parameters for the JET and DIII-D shots are listed in Table 1.

2. Sources and sinks. In principle, all source profiles should be computed inside the code. In current BALDUR code, NBI power deposition is computed by solving Fokker-Planck equation based on realistic experimental settings of the beams, while the RF heating power profiles are provided by experimental data. The heating power levels are set according to the experimental data as a function of time. The plasma current ramping in the experiment is followed in the simulations in order to obtain $q$ profiles close to those obtained in the experiments.
3. Initial and boundary conditions for density and temperature profiles.

Since the toroidal velocity is not computed in the code, the time evolution of the toroidal rotation profiles are input data needed for the code to compute the radial electric field. All the experimental data are the TRANSP processed data obtained from the ITER Profile Database. The theoretical model includes the following: The eleven equation version of Weiland model is used for the drift modes in the core [17]. The drift-Alfvén mode by Scott and Bateman [27, 28] is taken for the edge mode model. The supershot setting of kinetic ballooning model used in previous MMM simulations is also used here [17]. To simulate the favorable effect of plasma elongation, the pressure gradient threshold for the onset of the kinetic ballooning mode is increased from that used for the circular magnetic surface case. This latter choice turns out to be quite important in obtaining the sharp ion temperature gradients in the simulations of the JET discharges.

IV SIMULATION RESULTS

The experimental and simulation ion temperature profiles at six time slices are shown in Fig. 1 for the two JET discharges and Fig. 2 for the two DIII-D discharges. In the simulations shown in Figs. 1 and 2 the Hahm-Burrell model is employed with a coefficient $C$ as described above. We focus on six time slices of particular interest for each shot.

In the case of JET, the simulations start during the ohmic stage and carry on till the end of all auxiliary heating. The first time slice for the JET discharges is the in the middle of ohmic stage, and the second time slice is right before the auxiliary heating is turned on. The third and fourth time slice are taken right after the internal transport barrier forms and just before the formation of the edge transport barrier. The last two time slices are during the stage when the internal transport barrier co-exists with the ELMy H-mode at the edge and before the time when the NBI heating is turned down. In the simulation of the JET discharge #40542, the reduced growth rate $\gamma - \omega_s$ is used for the $E \times B$ flow shear mechanism, while in simulation of the JET discharge #40847, a factor $C = 3 \sim 5$
in front of $\omega_s$ is used in the reduced growth rate $\gamma - C \omega_s$ in order to obtain simulated ion temperature profiles in agreement with experiment. Kinsey et al. [13] found the factor $C = 2.65$ is necessary to obtain agreement with the experimental temperature profiles in their simulation of this same JET discharge in which they use the GLF23 transport model. During the early time stages, the times of formation of the ITBs in the simulations for both shots agree with the experimental data. During the evolution of ITBs at later time stages, there are some radial shifts of ITBs in the simulations as compared with the experiments.

In the case of DIII-D, the simulations start at the beginning of the NBI heating stage, where the experimental data is available. In both of the DIII-D discharges, the NBI heating starts with a lower power, and steps up to about double power in the middle of the shot. Plots of the ion temperature profiles at two time slices before, one time slice during, and three time slices after the NBI power step-up are presented. The reduced growth rate $\gamma - \omega_s$ is used for the $\mathbf{E} \times \mathbf{B}$ flow shear mechanism in the simulation of DIII-D shot #84682 and DIII-D shot #87031. The timing and location of the ITBs in the simulations agree well with the experiment data for both shots. Below we study several aspects of the ITB simulations of both JET and DIII-D shots.

In subsection IV A below, simulations are presented in more detail for two of the discharges using the Hahm-Burrell flow shear reduction of the growth rate [Eq. (1)] in the Multi-Mode model. For comparison, simulations of the same discharges are presented in subsection IV B with flow shear stabilization removed from the model. Simulations of the same discharges are presented again in subsection IV C using the Hamaguchi-Horton flow shear and magnetic shear stabilization model [Eq. (3)]. Finally, a statistical analyses of the baseline simulations are presented in subsection IV D.

### A Dynamic behavior of ITBs

In addition to the evolution of ion temperature radial profiles shown in Figs. 1 and 2, the dynamic behavior of ITBs can also be illustrated by the ion temperature evolution curves at
various radii. The experimental and simulation time traces are shown in Fig. 3 for JET shot #40542 and in Fig. 4 for DIII-D shot #84682. In Figs. 3 and 4, each curve represents the ion temperature at a given normalized minor radius as a function of time. In each plot, the curve at the top is the ion temperature trace near the magnetic axis, while the curve at the bottom is the ion temperature trace at the edge of the plasma. The rest of the time traces are at equally spaced intervals of normalized minor radius. Internal transport barriers are characterized by wider spacing between adjacent curves (steeper gradients) relative to the spacing between other adjacent curves.

In the experimental data from the JET shot #40542 (Fig. 3a), the time when the ITB first forms is evident from the curves near the inner radii (t=45.4 s). At a later time (t=46.1 s) the edge transport barrier corresponding to the H-mode is seen from the curves near the plasma edge. In the plot of the simulation data (Fig. 3b), the formation of an ITB is seen at t=45.4 s, though the formation of an ETB is absent. From Fig. 3b, it can be seen that the ITB moves from the central region (10 to 27 keV) at t=46.0 s to a lower temperature region (9 to 18 keV) at t=47.5 s. There is a similar motion in Fig. 3a from the central region (especially 20 to 28 keV) at t=46.0 s to a region closer to the plasma edge (5 to 17 keV) at t=47.5 s. Hence, the simulation shown in Fig. 3b follows the trend of the outward radial movement of the ITB observed in the experimental data shown in Fig. 3a.

In the case of the DIII-D shot #84682, the experimental curves (Fig. 4a) show the formation of an ITB at early times (before t=1.4 s) and its outward expansion up to t=1.45 s. The same trend is also seen in the simulation plot (Fig. 4b). At t=1.2 s, the ITB is mostly concentrated between a normalized minor radius of r/a = 0.2 and r/a = 0.3 in both the experimental data and the simulation. By t=1.6 s, the radial extent of the ITB broadens by extending toward the edge of the plasma, as indicated in both experimental data and in the simulation results.
B E $\times$ B flow shear effect

In this section, we discuss the comparison of simulations that are carried out with and without the E $\times$ B flow shear effect. In Fig. 5a, we show the ion thermal diffusivity and, in Fig. 5b, the ion temperature profiles in simulations for the JET shot #40542 when the E $\times$ B flow shear effect is not included in the model. Corresponding results are presented in Figs. 6a and Fig. 6b, for DIII-D shot #84682. For both discharges, as seen in Figs. 5a and 6b, the simulation ion temperature profiles are substantially lower than the experimental profiles during the ITB evolution stages. This is particularly the case for the DIII-D discharge. It is seen in Figs. 5a and 6a that, among all the transport modes, the contribution of the drift modes from Weiland model to the total ion thermal diffusivity is dominant over most regions of plasma.

When the E $\times$ B flow shear effect is included in the model by subtracting the Hahm-Burrell shearing rate $\omega_s$ from the growth rates of drift modes, the total ion thermal diffusivity is reduced, and the establishment of the barrier structures become clear. The profiles of Hahm-Burrell shearing rate $\omega_s$ in the simulations are plotted in Fig. 7a at six time slices for the JET discharge #40542 and in Fig. 8a for the DIII-D discharge #84682. The corresponding ion thermal diffusivity and ion temperature profiles after inclusion of $\omega_s$ are shown in Figs. 7b and 7c and in Figs. 8b and 8c. Gaps appear in the ion thermal diffusivity profiles, associated with the steep gradients that form in the ion temperature profiles. It can be seen that the gap and barrier regions occur where the E $\times$ B flow shear, $\omega_s$, is maximum in magnitude. The roles of E $\times$ B flow shear are apparent when compared with the corresponding cases where the E $\times$ B flow shear effect is absent (Figs. 5 and 6). The E $\times$ B flow shear in the DIII-D shot is significantly larger than that in JET shot, as seen by comparing Figs. 7a and 8a. For this reason, the current implementation of E $\times$ B flow shear mechanism seems to be more effective in the simulations of the DIII-D shot than for JET shot (Figs. 7c and 8c).
C Weak magnetic shear and Hamaguchi-Horton parameter $\Upsilon_s$

The transport simulations shown in this paper predict the time evolution of the magnetic $q$-profile by advancing the magnetic diffusion equation. The optimized magnetic shear feature of the safety factor $q$ profile is well reproduced in the simulation for JET (as illustrated in Fig. 9a). In the DIII-D case, the $q$ profile produced by the simulation has weak central magnetic shear instead of the negative central magnetic shear in experiment (Fig. 9b). However, in our transport model, it is the (weak) magnitude of magnetic shear that is significant, while the sign of the shear is irrelevant. Therefore, the $q$ profile with weak shear in the simulation does produce the transport effect of the $q$ profile with negative magnetic shear in our transport model for DIII-D, since both the simulation and the experimental $q$ profiles have similar weak shear at the central region. Agreement of the ion temperature profiles between simulation and experiment also indicates similar transport properties of the weak positive shear $q$ profile in simulation and the weak negative shear $q$ profile in experiment.

Here, the alternative implementation of $\mathbf{E} \times \mathbf{B}$ flow shear mechanism that includes weak magnetic shear effects through the Hamaguchi-Horton shear parameter $\Upsilon_s$ (Eq. (3)) is examined. The value of $\Upsilon_s$ is plotted in Fig. 10a for JET shot #40542 and in Fig. 11a for DIII-D shot #84682. We see $\Upsilon_s$ profiles are peaked at both the maximum $\mathbf{E} \times \mathbf{B}$ flow shear rate $\omega_s$ and the low central magnetic shear regions in cases of both shots. In Figs. 10b and 11b we see the reduction of the thermal diffusivity $\chi_i$ by $\Upsilon_s$, especially in the central region of plasma. Transport barriers are also reproduced in ion temperature profiles of the simulations, where the agreement with experiment depends on the choice of the critical value $\Upsilon_{sc}$. In particular, $\Upsilon_{sc} = 1$ is used for the JET case in Fig. 10 and $\Upsilon_{sc} = 0.5$ is used for the DIII-D case in Fig. 11. In general, the ion temperature profiles of the simulations using this model tend to be narrowly peaked in the inner plasma. In the DIII-D case, the values of $\Upsilon_s$ are much greater than that in JET case, due to the nearly zero magnetic shear over broader central region of plasma and stronger $\mathbf{E} \times \mathbf{B}$ flow shear in DIII-D barrier region (Figs. 10a and 11a). Hence, the flow and magnetic shear have more influence on the ion thermal dif-
fusivity and temperature profiles in the simulations of DIII-D than in the corresponding simulations of JET.

D Statistical analysis of the simulations

To quantify the comparison of simulations with experiments, we compute the relative root-mean-square (rms) deviation between the two profiles for the six time slices of the four discharges we simulated. In this paper, the relative rms deviation of each quantity $X$ ($T_i$, $T_e$, and $n_e$) is defined as

$$\sigma_X = \sqrt{\frac{1}{N} \sum_{j=1}^{N} \left( \frac{X_{j}^{exp} - X_{j}^{sim}}{X_{exp}^{max}} \right)^2}$$

(4)

where $X_{j}^{exp}$ is the $j$th data point of the experimental profile, $X_{j}^{sim}$ is the corresponding data point of the simulation profile, and $X_{exp}^{max}$ is the maximum data point of the experimental profile of $X$ as a function of radius, which has $N$ points in total. We list the relative rms deviations of ion temperature $T_i$, electron temperature $T_e$ and electron density $n_e$, which are denoted as $\sigma_{T_i}$, $\sigma_{T_e}$ and $\sigma_{n_e}$ respectively, in Table 2 for the two JET discharges, and in Table 3 for the two DIII-D discharges.

For the JET simulations, the statistics show that the simulation profiles generally match the experimental data about equally well during all the auxiliary heating stages of the discharges. During these time stages with transport barriers, the relative rms deviations are within 20%, which is comparable with the general experimental measurement error. In the DIII-D cases, the overall relative rms deviations are smaller than for the JET cases.

V SUMMARY AND DISCUSSION

In the Mutil-Mode model that we used here, the overall mechanisms of the ITB dynamics are implemented in three different levels: theoretical, empirical, and experimental. The theoretical models include the Weiland model for ion drift modes, the Scott and Bateman model for drift-Alfvén mode at plasma edge, and the neoclassical model for the poloidal
plasma flow. The kinetic ballooning mode model and the $E \times B$ flow shear mechanism are implemented empirically. The toroidal velocity profiles from experimental data have been used directly instead of predicting toroidal velocity with a toroidal momentum transport model.

Simulations carried out with this transport model have reproduced the internal transport barriers observed in both JET OS and DIII-D NCS discharges. For the two JET shots, the exact location of the ITB differs from the location indicated by experimental data at later time stages after the barrier first occurs. For the two DIII-D shots, the timing and location of ITBs in the simulations agree with the experimental results. From the effects of $E \times B$ flow shear and $q$ profile on the profiles of ion thermal diffusivity and ion temperature, we interpret the formation of internal transport barrier as resulting from the combined effects of $E \times B$ flow shear and the weak magnetic shear configuration. We considered two implementations of $E \times B$ flow shear mechanism: 1) ion drift mode growth rate is reduced by Hahm-Burrell $E \times B$ flow shearing rate and 2) ion drift mode induced transport coefficients are reduced by a suppression factor $1/(1 + (\gamma_s/\gamma_{sc})^2)$, where $\gamma_s$ is the Hamaguchi-Horton shear parameter. For the simulations presented, these two methods yield similar results.

Future efforts will be aimed at reducing or eliminating elements of empiricism in parts of the transport model used in this paper. It is found that the simulations are particularly sensitive to the kinetic ballooning mode model settings. Future work will include the development of a better model for the kinetic ballooning mode [28, 30]. A drift mode model that intrinsically includes the $E \times B$ flow shear effects might remove the uncertainty of the multiplier in front of the shear parameter $\omega_s$ or in the parameter $\gamma_s$. Also, it would be desirable to implement a toroidal momentum transport model that self-consistently computes the toroidal velocity profiles, instead of relying on experimental data. The toroidal momentum transport equation requires input torque and the anomalous viscosity, which would result in the requirement for additional improvements in other packages of the transport code. It is likely that the electron temperature profiles predicted by simulations would be in better agreement with experimental data when the transport model is extended to
include a proper treatment of the electron temperature gradient (ETG) mode, which affects the electron transport channel. In both of the JET discharges simulated in this paper, the edge transport barriers due to ELMy H-modes are not predicted in the simulations, since the current model used in our simulations does not include the ELMy H-mode physics. The implementation of a proper edge model will also be addressed in future work.
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TABLE 1. JET OS and DIII-D NCS Discharge Parameters

<table>
<thead>
<tr>
<th>Shot</th>
<th>JET 40542</th>
<th>JET 40847</th>
<th>DIII-D 84682</th>
<th>DIII-D 87031</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (s)</td>
<td>47.4</td>
<td>46.9</td>
<td>1.58</td>
<td>1.80</td>
</tr>
<tr>
<td>$R (m)/a (m)$</td>
<td>2.9/0.94</td>
<td>2.9/0.95</td>
<td>1.7/0.62</td>
<td>1.7/0.65</td>
</tr>
<tr>
<td>$B_T$ (T)</td>
<td>3.6</td>
<td>3.6</td>
<td>2.2</td>
<td>2.3</td>
</tr>
<tr>
<td>$I_p$ (MA)</td>
<td>3.3</td>
<td>3.2</td>
<td>1.6</td>
<td>1.6</td>
</tr>
<tr>
<td>$P_{NBI}$ (MW)</td>
<td>17</td>
<td>19</td>
<td>9.3</td>
<td>9.6</td>
</tr>
<tr>
<td>$\bar{n}_e$ ($10^{19}$ m$^{-3}$)</td>
<td>2.5</td>
<td>3.9</td>
<td>2.5</td>
<td>3.1</td>
</tr>
<tr>
<td>Working gas</td>
<td>deuterium</td>
<td>deuterium</td>
<td>deuterium</td>
<td>deuterium</td>
</tr>
<tr>
<td>Impurity</td>
<td>carbon</td>
<td>carbon</td>
<td>carbon</td>
<td>carbon</td>
</tr>
</tbody>
</table>
TABLE 2. Simulation Statistics for JET simulations

<table>
<thead>
<tr>
<th>Time (s)</th>
<th>σ_{T_i} (%)</th>
<th>σ_{T_e} (%)</th>
<th>σ_{N_e} (%)</th>
<th>Time (s)</th>
<th>σ_{T_i} (%)</th>
<th>σ_{T_e} (%)</th>
<th>σ_{N_e} (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>44.0</td>
<td>22</td>
<td>39</td>
<td>7</td>
<td>44.0</td>
<td>12</td>
<td>18</td>
<td>10</td>
</tr>
<tr>
<td>45.0</td>
<td>19</td>
<td>30</td>
<td>9</td>
<td>45.0</td>
<td>26</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>45.5</td>
<td>19</td>
<td>13</td>
<td>9</td>
<td>45.5</td>
<td>12</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>46.0</td>
<td>20</td>
<td>12</td>
<td>11</td>
<td>46.5</td>
<td>19</td>
<td>12</td>
<td>14</td>
</tr>
<tr>
<td>46.5</td>
<td>20</td>
<td>17</td>
<td>11</td>
<td>46.8</td>
<td>17</td>
<td>13</td>
<td>16</td>
</tr>
<tr>
<td>47.5</td>
<td>16</td>
<td>20</td>
<td>11</td>
<td>47.0</td>
<td>16</td>
<td>13</td>
<td>12</td>
</tr>
</tbody>
</table>

TABLE 3. Simulation Statistics for DIII-D simulations

<table>
<thead>
<tr>
<th>Time (s)</th>
<th>σ_{T_i} (%)</th>
<th>σ_{T_e} (%)</th>
<th>σ_{N_e} (%)</th>
<th>Time (s)</th>
<th>σ_{T_i} (%)</th>
<th>σ_{T_e} (%)</th>
<th>σ_{N_e} (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.20</td>
<td>20</td>
<td>24</td>
<td>18</td>
<td>1.40</td>
<td>26</td>
<td>17</td>
<td>10</td>
</tr>
<tr>
<td>1.35</td>
<td>9</td>
<td>14</td>
<td>6</td>
<td>1.56</td>
<td>17</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>1.40</td>
<td>7</td>
<td>15</td>
<td>6</td>
<td>1.60</td>
<td>14</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>1.50</td>
<td>10</td>
<td>21</td>
<td>9</td>
<td>1.70</td>
<td>10</td>
<td>14</td>
<td>12</td>
</tr>
<tr>
<td>1.57</td>
<td>13</td>
<td>21</td>
<td>13</td>
<td>1.80</td>
<td>9</td>
<td>12</td>
<td>14</td>
</tr>
<tr>
<td>1.62</td>
<td>13</td>
<td>19</td>
<td>17</td>
<td>1.88</td>
<td>12</td>
<td>12</td>
<td>18</td>
</tr>
</tbody>
</table>
FIGURE CAPTIONS

FIG. 1. Experimental ion temperature profiles as a function of major radius (open circles) and the corresponding optimized simulation profiles with Hahm-Burrell flow shear stabilization (solid curves) at 6 time slices for a) JET shot #40542 and b) JET shot #40847.

FIG. 2. Experimental ion temperature profiles as a function of major radius (open circles) and the corresponding optimized simulation profiles with Hahm-Burrell flow shear stabilization (solid curves) at 6 time slices for a) DIII-D shot #84682 and b) DIII-D shot #87031.

FIG. 3. Ion temperature as function of time at equally spaced intervals in normalized minor radius in a) experiment and b) simulation for JET shot #40542.

FIG. 4. Ion temperature as function of time at equally spaced intervals in normalized minor radius in a) experiment and b) simulation for DIII-D shot #84682.

FIG. 5. Profiles as a function of minor radius for the a) ion thermal diffusivity and b) ion temperature from a simulation without $E \times B$ flow shear effects for JET shot #40542. In a), the legend “ITG” stands for diffusivity from drift modes in Weiland model, “DA” for drift-Alfvén mode, “KB” for kinetic ballooning mode, “Neo” for neoclassical diffusivity, and “Total” for total diffusivity.

FIG. 6. Profiles as a function of minor radius for the a) ion thermal diffusivity and b) ion temperature from a simulation without $E \times B$ flow shear effects for DIII-D shot #84682. In a), the legend “ITG” stands for diffusivity from drift modes in Weiland model, “DA” for drift-Alfvén mode, “KB” for kinetic ballooning mode, “Neo” for neoclassical diffusivity, and “Total” for total diffusivity.

FIG. 7. Profiles as a function of minor radius for the a) Hahm-Burrell $E \times B$ flow shearing rate $\omega_s$, b) ion thermal diffusivity and c) ion temperature from a simulation with
Hahm-Burrell $\mathbf{E} \times \mathbf{B}$ flow shear effects for JET shot #40542. In b), the legend “ITG” stands for diffusivity from drift modes in Weiland model, “DA” for drift-Alfvén mode, “KB” for kinetic ballooning mode, “Neo” for neoclassical diffusivity, and “Total” for total diffusivity.

FIG. 8. Profiles as a function of minor radius for the a) Hahm-Burrell $\mathbf{E} \times \mathbf{B}$ flow shearing rate $\omega_s$, b) ion thermal diffusivity and c) ion temperature from a simulation with Hahm-Burrell $\mathbf{E} \times \mathbf{B}$ flow shear effects for DIII-D shot #84682. In b), the legend “ITG” stands for diffusivity from drift modes in Weiland model, “DA” for drift-Alfvén mode, “KB” for kinetic ballooning mode, “Neo” for neoclassical diffusivity, and “Total” for total diffusivity.

FIG. 9. Experimental safety factor $q$ profiles (open circles) at 6 time slices and the corresponding simulation profiles (solid curves) for a) JET shot #40542 and b) DIII-D shot #84682.

FIG. 10. Profiles as a function of minor radius for the a) Hamaguchi-Horton $\mathbf{E} \times \mathbf{B}$ flow shear parameter $\Upsilon_s$, b) ion thermal diffusivity and c) ion temperature from a simulation with Hamaguchi-Horton $\mathbf{E} \times \mathbf{B}$ flow shear effects for JET shot #40542. In b), the legend “ITG” stands for diffusivity from drift modes in Weiland model, “DA” for drift-Alfvén mode, “KB” for kinetic ballooning mode, “Neo” for neoclassical diffusivity, and “Total” for total diffusivity.

FIG. 11. Profiles as a function of minor radius for the a) Hamaguchi-Horton $\mathbf{E} \times \mathbf{B}$ flow shear parameter $\Upsilon_s$, b) ion thermal diffusivity and c) ion temperature from a simulation with Hamaguchi-Horton $\mathbf{E} \times \mathbf{B}$ flow shear effects for DIII-D shot #84682. In b), the legend “ITG” stands for diffusivity from drift modes in Weiland model, “DA” for drift-Alfvén mode, “KB” for kinetic ballooning mode, “Neo” for neoclassical diffusivity, and “Total” for total diffusivity.