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Abstract

This thesis researches on the energy gain mechanism of charged particles in the Earth’s magnetosphere. Particles coming from solar wind pass by the nose of the magnetosphere. When particles arrive in the tail region along the magnetopause they enter the Earth’s magnetosphere through reconnection and generate the tail current. The solar wind leads to produce the electric field across the magnetic field in the geotail of the Earth. According to Faraday’s law under steady state there exists an electric field $E_y$ and $E_y$ is the same everywhere in the geomagnetic tail. Energy acquired by the charged particles drifting in the space comes from the electric field because the magnetic field does not do work on the particles. The same type of the energizing processes in Earth’s magnetotail occurs on the Sun during the solar coronal mass ejections. The Sun is the source of high energy protons and electrons. The relativistic
ions and electrons produced in the corona are released into the heliosphere.

The approach used to simulate the behaviors of particles is to integrate the equations of motions. In space the universal gravitation force of attraction on the particles is really small because of the small masses involved. The interaction of particles is through the Lorentz force from the electric and magnetic fields. The electric and magnetic fields are produced by a complex interaction of the solar wind plasma and the Earth’s intrinsic magnetic field. These fields are well known from thirty years of space craft measurements during all types of space weather. Given the fields the Lorentz force with Newton’s law determine the motion of charged particles in the Earth’s magnetosphere. We can analyze the behaviors and properties of particles by integrating the Lorentz force equation. The magnetic field model we work with is the Tsyganenko 96 model (http://nssdc.gsfc.nasa.gov/space/model/magnetos/tsygan.html).

Protons acquire around 50keV as they drift toward the Earth from the Earth’s magnetotail. These protons typically release the energies around 10keV into the ring current area under constant electric field 1mV/m when particles are close to the Earth. Ions spend around 30 minutes drifting to around 5Ron under the constant electric field 1mV/m. Under a time-variable Gaussian electric field particles drift to the dusk side of the Earth and then float around to the noon area and drift back to the geomagnetic tail region. Particles release around 5 ~ 10keV into the ring current under a variable
electric field. The different electric models have quantitative differences in energetic gaining or losing. Under this cycle motion particles gain and release energy repeatedly until they intersect the Earth’s ionosphere or escape away from the Earth.
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4.12 The top plot of the figure 10 is the magnetic moment $\mu$ versus time; the bottom one is the chaos parameter $\kappa_{BZ}$ versus time. At $10\;keV$ with $\langle \mu \rangle = 0.3236$ and $\sigma_{\mu} = 0.0889$ the magnetic moment responds sharply when the particle crosses the neutral sheet. The chaos parameter versus time is non-periodic function of time. There are larger values of chaos parameter $\kappa_{BZ}$ as smaller magnetic moment $\mu$.
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5.2 Parameters of Tsyganenko 96 model: $P_{\text{dyn}}=3.0\text{nPa}, D_{st}=-50\text{nT}, B_{y}^{\text{IMF}}=0.0\text{nT}$ and $B_{z}^{\text{IMF}}=10.0\text{nT}$. With initial pitch angle $\theta = 60^\circ$ and gyrophase angle $\psi = 90^\circ$ the particle starts to drift from the north lobe, the current sheet and the south lobe with constant electric field in $y$ direction ($E_y = 1mV/m$) individually. The first row show protons that drift from the south lobe with different initial energies. The second row particle shows protons that drift from the current sheet. The third row shows protons that drift from the north lobe. Starting points $X$ from the north lobe, the south lobe and current are $(-25, 0, -3), (-25, 0, 0)$ and $(-25, 0, 3)$ respectively. These figures are shown in meridian plane.

5.3 Parameters of Tsyganenko 96 model: $P_{\text{dyn}}=3.0\text{nPa}, D_{st}=-50\text{nT}, B_{y}^{\text{IMF}}=0.0\text{nT}$ and $B_{z}^{\text{IMF}}=10.0\text{nT}$. With initial pitch angle $\theta = 60^\circ$ and gyrophase angle $\psi = 90^\circ$ these plots are displayed in equatorial plane under the same parameters with figure 5.2. These plots look down from the north pole.

5.4 Parameters of Tsyganenko 96 model: $P_{\text{dyn}}=3.0\text{nPa}, D_{st}=-50\text{nT}, B_{y}^{\text{IMF}}=0.0\text{nT}$ and $B_{z}^{\text{IMF}}=10.0\text{nT}$. With initial pitch angle $\theta = 60^\circ$ and gyrophase angle $\psi = 90^\circ$ these plots display the total energy $W$ versus time in second. The unit of energy is in $keV$.
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\( \mu \) moment. The orbit time is a hour. The data is recorded in every 
second. The total number \( N \) of each plot is 3601. Figure 5.7 
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The Tsyganenko 96 model are the same with the ones in figure 
5.2. The line connected gyrophase angle \( 180^\circ \) with \( 360^\circ \) divide 
the equatorial plane into two parts, dayside and nightside. The 
\( \mu \) gyrophase angle \( 60^\circ \) and \( 120^\circ \) are located in the dayside; \( 240^\circ \) 
and \( 300^\circ \) are located in the nightside.

5.10 These plots are the total energy calculated from equation (2) 
versus time. The parameters of the Tsyganenko 96 model are 
the same with the ones in figure 5.2. The unit of total energy 
is expressed in \( keV. \) The interval gyrophase angle is \( 60^\circ. \)

5.11 These plots are the magnetic moment \( \mu \) versus time. The pa-
tameters of the Tsyganenko 96 model are the same with the ones in 
figure 5.2. The interval of gyrophase angle is \( 60^\circ. \)

5.12 The initial conditions of the particles are shown in table 5.2. 
The particles start to drift from three different positions, current 
sheet, north lobe and south lobe. The electric field changes to 
the opposite direction after 30 minutes. The first column figures 
are shown in meridian plane; the second column plots are shown 
in equatorial plane.

5.13 The first column figures are the energy from equation (5.2) ver-
sus time. The second column figures are the magnetic moment 
\( \mu \) versus time. The rest plots in the last column are the chaos 
parameter \( \kappa_BZ \) versus time. The initial conditions of these 
figures are shown in table 5.2.
5.14 The left column figures are shown in meridian plane and equatorial plane. The right column plots show positions in $x$-axis and $y$-axis versus time. 

5.15 These plots display the electric field, the magnetic moment $\mu$, energy and chaos parameter $\kappa_{BZ}$ versus time. The electric field is the Gaussian distribution calculated from equation 5.5. 

5.16 Simple emerging flux current model is $\text{sech}(2\pi t/100)$ for the strength of the two line dipoles in equation (1). Plots show the time is 0, 8, 16 and 25 second respectively. The dipoles are below the photospheric surface at $y = -0.3L_o$ and centered at $x = \pm0.3$ and $\pm1.5L_o$. The maximum flux $(\mu_o I/2\pi)$ is $10^6$ wb/m 

5.17 At the initial moment all particles are within the solar magnetic field. When the magnetic field starts to reconnect, particles erupt to the outer magnetic field and make a self-organized coherent structure. The size of the structure is around $4 \times 10^{15} km^3$ with energy about $10^{23} J$. 

5.18 The particle does the mirror motion in this simple emerging current model $\text{sech}(2\pi t/100)$. The top plot is in the equatorial plane ($z = 0$); the bottom one is in the Midnight Meridian ($y = 0$).
Chapter 1

Introduction

In this thesis I investigate how charged particles in the Earth’s magnetosphere gain energy from the electric fields created by the solar wind blowing across the planet Earth and interacting with the Earth’s internal magnetic field. A similar process occurs on all magnetized bodies in space. I devote a small part to the research on the same type of energizing processes that occurs on the Sun during the solar coronal mass ejections. The Sun is an important source of energetic protons and electrons.

Guiding center approximations are often described as “adiabatic” processes because the magnetic moment $\mu$ is nearly conserved before and after crossing the neutral sheet. The investigations based on a constant magnetic moment cannot explain the properties of behaviors in the neutral sheet,[Swift, 1977; Gary and Lee, 1982] In addition, the bounce motion invariant $J$ is still nearly conserved in different action [Speiser, 1970; Sonnerup, 1971; Whipple et al., 1986]. Some ions approach all the way to the edge of the sheet for the north-south bounce motion. Kaufmann and Lu [1993] referred to the orbits of these ions as “quasi-adiabatic”. The ion orbits follow stochastic
orbits for some values of the geomagnetic orbit chaos index $\kappa_{BZ}$ [Chen and Palmadesso, 1986]. These ions are generally called “non-adiabatic” because the magnetic moment $\mu$ has larger difference as particles intersect with the neutral sheet. On the other hand “non-adiabatic” means that ions gain or lose the energy and makes the particles behave in a more irregular nonlinear motion. We can utilize the Hamiltonian to define the transport coefficients to describe the properties of nonlinear phenomena [Horton and Tajima, 1990, 1991]. Ion motions with energies greater than 5keV cannot apply the guiding center approximations in the neutral sheet region. The Lorentz force equation is needed to describe most practical motions in the geotail due to the rapid change in the direction of $\mathbf{B}$ in crossing the equatorial plane [Kaufmann et al., 1993]. In contrast, electrons have small gyro-radius and are adiabatic up to energy of a few MeV.

Energy and momentum from the solar wind enter the tail region by way of the magnetopause. The magnetopause is the upper and lower boundary of the magnetosphere of the earth, which was first proposed by Chapman and Ferraro [1931]. The magnetopause separates solar wind plasma from terrestrial origin plasma. The current sheet lies in the center of the tail and separates the tail region from two lobes, the north and the south lobes. Each tail lobe connects to one of the polar caps. Figure 1.1 displays the configuration of the Earth’s magnetosphere. We can estimate the radius of the geomagnetic tail by means of the magnetic flux conservation between the geotail lobe and
the polar cap \( \Phi_{pc} = \Phi_{gt} \). The lobe flux \( \Phi_{gt} \leq 10^9 \mu \Phi \). The magnetic flux of the polar cap is \( \Phi_{pc} = 2\pi (R_E \sin \theta_{pc})^2 B_o \); the magnetic flux of a tail lobe is \( \Phi_t = \pi R_T^2 B_T / 2 \). The radius of the tail lobe is about \( 30 R_E \) with colatitude angle between the equatorial plane and the polar cap \( 15^\circ \), the equatorial magnetic field \( B_o \) 31,000nT at the surface of the Earth and the magnetotail field \( B_T \) 20nT. Here \( \theta_{pc} \) is the time varying colatitude of the boundary of the polar cap (pc) which is at \( \theta_{pc} \approx 25^\circ \sim 30^\circ \) (latitude 60° to 65°).

For a 50 percent charge of the tail flux in a 5 minute period the induced voltage is \( \varepsilon = \Delta \Phi_{gt} / \Delta t = 160kV \). During geomagnetic substorms the geotail flux can nearly change by 5 percent. In the early 1960s the data observed from spacecraft documented the existence of the geomagnetic tail. These early spacecraft observations discovering the property of the geotail were reviewed
by Ness in 1987. Early measurements showed that the magnetic field strength of the near-Earth tail is around 20nT. The magnetic tail region is a reservoir of energy and during a substorm this stored energy is released violently.

The Lorentz force equation establishes the mechanism for the acceleration of the charged particle in the magnetosphere. The magnetic field does no work on the particles. Thus all charged particles acquire energy by drifting in regions with electric fields. I concentrate on the energy gained by the protons in this thesis. We can estimate how much energy the particle can obtain from the electric field. The voltage drops across the geomagnetic tail and ranges from \(40\)kV in quiet times to \(800\)kV within substorms. The energy gained by the protons can be greater than this potential by having sufficiently complex orbits. Particles carry and release the energy as drifting into the inner magnetosphere, Van Allen belts and the ionosphere. We study two models of electric fields and calculate the change of energy of typical protons. One of electric field models is the constant dawn-to-dusk electric field. The other one is that electric field is the function of time.

In Chapter 2 I discuss the properties of two coordinate systems we use and how to transfer from one coordinate system to the other one. One coordinate system is the Geocentric Solar Magnetosphere system (GSM). The other one is the Geocentric Solar-Ecliptic system (GSE). In Chapter 3 I use two magnetic field models to plot the magnetic configurations. The two mag-
netic models are Tsyganenko 96 model and Constant Current Model (CCM). In Chapter 4 I calculate by using the Lorentz force equation and guiding center approximations under no electric field working with Tsyganenko 96 model. And I compare the results from the Lorentz force with the ones from the guiding center approximations and look for the relationship between the magnetic moment $\mu$ with the chaos parameter $\kappa_{BZ}$. Then in Chapter 5 I simulate typical proton orbits with two types of electric field models to estimate the kinetic energy gained by the protons in moving from the deep geotail to the inner magnetosphere. Then I calculate some orbits on the process of the coronal mass ejection of the sun. Chapter 6 summarizes what I did in this thesis. Chapter 7 is an appendix and Chapter 8 is the references.
Chapter 2

Magnetic Coordinate Systems

2.1 Geocentric Solar Magnetospheric Coordinate System

The Geocentric Solar Magnetospheric coordinate (GSM) system is defined from the viewpoint of the earth. The $x$-axis of the GSM system is in the direction from the Earth toward the Sun. The Earth’s magnetic dipole axis lies in the $x$-$z$ plane. The positive $z$-axis is the same direction with the northern magnetic pole. The $y$-axis is chosen to be perpendicular to the earth’s dipole in the dusk direction such that the coordinate system is right handed. The $y$-axis is always in the magnetic meridian. GSM longitude is measured from the $x$-axis to the $y$-axis in the $xy$ plane. The GSM latitude is the normal direction from the $xy$ plane to the positive $z$-axis. Figure 2.1 shows the configuration of the GSM system.

The GSM system is usually used to display the magnetotail magnetic fields because the geotail magnetic axis has the cylindrical symmetry formed by the solar-wind flow[21]. This system rotates toward the sun direction during a 365 days period because of the motion of the Earth around the Sun. To describe the path of the sun stretching over the sky, there is another set
Figure 2.1: Geocentric solar Magnetospheric (GSM) coordinates. Two solid lines stand for the magnetic field configurations of the Earth. The vertical dotted line indicates the $z$ axis of the GSE system.\cite{4}

of spherical angles, solar zenith angle and solar azimuthal angle. The solar zenith angle is the angle of the Sun away from vertical at solar noon. The solar zenith angle is measured between the vector centered on the Earth and the $x$-axis of the GSM system. This solar zenith angle is the polar angle. The solar azimuthal angle is the angle measured from the projected vector in the $yz$ plane of the GSM system. These angles would be used in raw data observed from satellites when doing “radio-meteric corrections”.

### 2.2 Geocentric Solar-Ecliptic Coordinate System

The Geocentric Solar-Ecliptic coordinate (GSE) system is from the viewpoint of the solar system. The definition of $x$-axis of GSE system co-
incides with GSM system. Its $z$-axis is pointing in the direction of the ecliptic pole. The $y$-axis is in the ecliptic plane directed to the dusk. The $xy$ plane of GSE system is in the ecliptic plane. The longitude of GSE system is the angle measured from $x$-axis to $y$-axis in $xy$ plane. And the latitude is the angle from $xy$ plane to $z$-axis, positive for positive $z$-axis.

The GSE system is used to show the observed data of satellite, including solar-wind velocity, interplanetary magnetic field, and orbital motion. The GSE system is important in analyzing the solar-terrestrial relationship. Planetary motions in the solar system are described in the GSE system. Figure 2.2 shows the GSE system.

Hapgood[10] shows that the rotation angle transferring from GSE to
GSM can be calculated by a simple method given as follows. The magnetic dipole axis is projected on the GSE $yz$ plane calibrated clockwise toward GSE $z$ axis, which is an angle between the ecliptic dipole and the earth. This angle is the tilt angle $\psi$. It can be found as:

$$\psi = \cos^{-1}\left(\frac{Z_{GSM}}{Z_{GSE}}\right)$$  \hspace{1cm} (2.1)

where $\psi$ is between $+90^\circ$ and $-90^\circ$. The GSM coordinates can be expressed by $\psi$ and $X_{GSE}$ as [24]:

$$X_{GSM} = \cos \psi X_{GSE} + \sin \psi Z_{GSE}$$

$$Y_{GSM} = Y_{GSE}$$

$$Z_{GSM} = -\sin \psi X_{GSE} + \cos \psi Z_{GSE}$$  \hspace{1cm} (2.2)

This is the standard orthogonal rotation matrix $U(\psi)U^T(\psi) = 1$ about the $y$ axis, where $U(\psi)$ is written as follow:

$$U(\psi) = \begin{bmatrix} 
\cos \psi & 0 & \sin \psi \\
0 & 1 & 0 \\
-\sin \psi & 0 & \cos \psi 
\end{bmatrix}$$  \hspace{1cm} (2.3)

Each rotation could be expressed by two parameters: tilt angle $\psi$ and the azimuthal angle $\theta$, which is the angle between the vector $X(x, y, z)$ projected in the $xy$ plane and $y$ axis. The azimuthal angle $\theta$ here is defined as:

$$\theta = \tan^{-1}\left(\frac{y}{x}\right).$$  \hspace{1cm} (2.4)

Properties, such as position, magnetic field vectors, in the GSE system could be transferred to GSM system through equation (2.2). The GSE and GSM coordinate systems are equivalent when the tilt angle is zero. For example the position $(-10, 0, 0) R_E$ in GSE coordinate system can be transferred to $(-9.17,$
0, -3.99) \, R_E in GSM coordinate system with \( \psi = 23.5^\circ \) tilt angle. The origins of the GSE and GSM coordinates are the same (the center of the Earth).

All examples in this thesis use the GSM coordinate system. The Tsyganenko 96 model is also expressed in GSM system. Particle motions can be simulated through the Lorentz force equation or guiding center approximation after finding the magnetic field vector. The particles trajectories treated in section 5 are expressed by their components \( \mathbf{r}(t) = (x, y, z) \) in the GSM system.
Chapter 3

Magnetic Field Models

According to Maxwell’s equation $\nabla \cdot \mathbf{B} = 0$, which states mathematically that there is no magnetic mono-pole. The meaning of this condition is that $\mathbf{B}$ fields can not converge or diverge into a point. On the other hand, magnetic field lines are closed loops in space plasmas. From the mathematical formula $\nabla \cdot (\nabla \times \mathbf{F}) = 0$ for any differentiable vector $\mathbf{F}$, it is evident that one can introduce the idea of a magnetic vector potential $\mathbf{A}$ as follows:

$$\mathbf{B} = \nabla \times \mathbf{A}. \quad (3.1)$$

Most magnetic models assume a magnetic vector potential $\mathbf{A}$ in the first step and use equation (3.1) to calculate the magnetic field.

The vector potential $\mathbf{A}$ and the magnetic field $\mathbf{B}$ are typically expressed in GSM coordinate for global problems. Simple magnetic field models are composed of four parts, (1) Earth’s internal dipole field, (2) ring current field, (3) tail current field and (4) interplanetary magnetic field (IMF). Thus the mathematical formula that the model describes can be decomposed into four parts as: [18]

$$\mathbf{B}(\vec{x}) = \mathbf{B}_{\phi}(\vec{x}) + \mathbf{B}_{rc}(\vec{x}) + \mathbf{B}_{t}(\vec{x}) + \mathbf{B}_{IMF}(\vec{x}). \quad (3.2)$$
The earth can be viewed as a giant magnet pointing southward. The magnetic dipole field comes from the currents in the molten core of the Earth. Field lines outside the earth are from the South connected to the North. The magnetic dipole moment has a tilt angle of about 11° relative to the Earth’s North pole defined by the daily rotation. The magnetic moment \( M_E \) is about \( 8 \times 10^{15} \text{T} \cdot \text{m}^3 \). If the core current is confined to within \( r = R_E/5 \), this implies a current of order \( 0.2 \text{GA}(2 \times 10^8 \text{A}) \) with \( \text{M} = BR^3 \) and \( 2\pi r B = \mu_0 I \) for \( r = R_E/5 \). The charged particles near the earth are controlled by the magnetic dipole field instead of solar wind interaction.

Differential gradient and curvature drifts of electrons and ions produce the ring current. Positive ring current charges drift Westward in approximately circular orbits centered about the Earth in the inner magnetosphere between the range of \( 1.5R_E \) to \( 5R_E \). Ring current produces the southward directed field \( B_{rc} \) inside the ring and decreases the strength of the surface magnetic field at low latitudes. The fluctuations of the southward surface magnetic field component is a direct measure of the net ion energy contained in the ring current. In addition, the partial-ring current also floats partway around the earth in the middle magnetosphere. [21] This partial current is also called the Birkeland current. The partial ring current links the geotail and magnetopause boundary layer. The strength of the ring current is controlled by the solar conditions. An Eastward electrical field, corresponding to a southward interplanetary magnetic field, can be significant to the ring current and the
\(D_{st}\) index. The \(D_{st}\) index stands for the world magnetic storm level. The \(D_{st}\) index is calculated by averaging the horizontal component of magnetic field for the mid-latitude and equatorial magnetograms all over the world. Negative value means a magnetic storm is in progress. Stronger magnetic storms cause the more negative value of \(D_{st}\) index. A strong storm like the Bastille day storm of July 14, 2000, produced a \(D_{st}\) of -300nT (www.gsfc.nasa.gov).

The geotail region is the part of the magnetosphere on the opposite side of the Sun that extends from about \(10R_E\) to \(100R_E\). Modeling the tail current by infinitely thin sheet or by finite thickness with discontinuous volume current density are difficult to do mathematical calculations[23]. The geotail comes from the interaction between the magnetized solar wind plasma and the geomagnetic field [18]. This region is a large reservoir of the plasma and magnetic energy. The energy and plasma are injected into the inner magnetosphere without a fixed period from the geotail region. Strong periods are called injection events and are associated with substorms. The plasma current sheet is in the center of the tail and contains approximately 20MA of current that flows parallel to ring current. There are two lobes (south and north) separated by current sheet. The magnetic fields of two lobes are the direction toward the Earth in the north lobe and away from in the south lobe. Hence a large current plasma separates the oppositely directed magnetic field.

The width size of the static geotail is caused by the balance between
the pressure of the solar wind and that of the plasma sheet pressure. The tail current for static current can be found by applying Ampere’s law $\nabla \times \mathbf{B} = \mu_0 \mathbf{J}$. Assuming the average radius of lobe is $10 R_E$. The lobe volume $\Omega_{lobe}$ is around $100 R_E (10 R_E)^2 \approx 10^{27} m^3$. For the solar wind pressure of 5 nPa associated with $B^2/2\mu_0$, the magnetic energy $W_m$ is equal to $\int (B^2/2\mu_0) dV \approx P\Omega_{lobe}$ around $5 \times 10^{16} J$. In a substorm the pressure may drop to 1 nPa releasing $10^{16} J$ in 20 minutes. The associated power is $8.3 \times 10^{12} W$ (Watts). This surge of $8.3 \times 10^{12} W$ energizes particles and produces the auroral brightening of the ionosphere.

The Sun’s magnetic field is Interplanetary Magnetic Field (IMF). The direction of IMF can be directed to any direction because the Sun rotates once about 27 days. The solar wind brings the sun’s magnetic field through the whole solar system. The solar wind in interplanetary space has a spiral geometry at some heliocentric distance where field lines are open and radial. The IMF and the earth’s magnetic field connect at the magnetopause. If the IMF points to the south, it cancels partially the earth’s magnetic field. The field lines from the south pole readily connect to the southward IMF. The particles of solar wind can reach the atmosphere of the earth and put energy into the magnetosphere.
3.1 Tsyganenko 96 Model

N. A. Tsyganenko and his collaborators developed a series of magnetic fields in the 1980’s. [Tsyganenko, 1982 [29]; Tsyganenko, 1987 [24]; Tsyganenko 1989 [25]] Model 96 was released on June 22, 1996. The models are simple physical parameterizations of the plasma currents with the parameters determined by satellite measurements of the magnetic field. The Tsyganenko 96 model is described in GSM coordinates. It is controlled by the pressure of the solar wind, Disturbance short-time index ($D_{st}$) and the direction and magnitude of the interplanetary field (IMF). The Tsyganenko 96 model does not use Planetary magnetic activity ($K_p$) as a parameter. Tsyganenko 96 model is composed of ring current, tail current and region 1 and 2 Birkeland current systems. All currents are within the magnetopause. Tsyganenko employed the method proposed by Schulz and McNab (1987), which used shielding potentials to build the Earth’s dipole, ring current and the cross-tail current sheet. The magnetic field can reduce to a simple superposition problem. The magnetic field is a sum of model 96 and Earth’s magnetic dipole field. The size of the magnetopause in this model is determined by the pressure of the solar wind which is a dynamic pressure $P_{sw} = \rho_{sw}v_{sw}^2$ from the supersonic flow speed $v_{sw} \gg (k_B T_{sw}/m_p)^{1/2}$, where $\rho_{sw}$ is the mass density of solar wind and $v_{sw}$ is the solar wind velocity. Parameters of the Tsyganenko 96 model should range within the following intervals for a reliable calculation:

1. Pressure of the solar wind between 0.5 and 10 nPa.
2. $D_{st}$ between -100 and +20 nT.

3. $B^{IMF}_{y}$ and $B^{IMF}_{z}$ both between -100 and 10 nT.

The ring current is approximately axially symmetric under a cylindrical coordinate system $(\rho, \varphi, z)$. Region 1 and Region 2 Birkeland current systems can contribute partially to the ring current. The currents have an extent in $z$ direction. The magnetic vector potential $\mathbf{A}=A(\rho, z)\hat{\phi}$ can be written assuming $\nabla \times \nabla \times \mathbf{A} = 0$ outside the current sheet ($z \neq 0$) as: [24]

$$\frac{\partial}{\partial \rho} \left( \frac{1}{\rho} \frac{\partial}{\partial \rho} (\rho A) \right) + \frac{\partial^2 A}{\partial z^2} = 0$$

(3.3)

The general solution of this partial differential equation $A_\varphi = A$ is: [25]

$$A(\rho, z) = \int_0^\infty \lambda^{1/2} C(\lambda) J_1(\lambda \rho) \exp(-\lambda |z|) d\lambda$$

(3.4)

where $J_1$ is the first order Bessel function. $C(\lambda)$ is the distribution function of currents in current sheet and determined from the boundary condition. The magnetic vector potential leads to a feasible expression of the magnetic field at the boundary of the current sheet as:

$$B_z(\rho) = \frac{1}{\rho} \left. \frac{\partial (\rho A)}{\partial \rho} \right|_{z=0}$$

(3.5)

Taking (3.4) into (3.5), the magnetic field $B_z(\rho)$:

$$B_z(\rho) = \rho^{-1/2} \int_0^\infty \lambda C(\lambda) J_0(\lambda \rho) (\lambda \rho)^{1/2} d\lambda$$

(3.6)

Inverting the transformation (3.6), we arrive at:

$$\lambda C(\lambda) = \int_0^\infty \rho^{-1/2} B_z(\rho) (\lambda \rho)^{1/2} J_0(\lambda \rho) d\rho.$$
In order to employ the satellite data, Tsyganenko applied least square fitting to an experimental data set. The magnetic field is restricted to distribution $B_z(\rho)$. The analytical forms of magnetic vector potential are connected with expression for $A(\rho, z)$. The most appropriate solution corresponding to distribution $B_z$ is:

\[ B_z(\rho) \sim (a^2 + \rho^2)^{-1/2}. \]  \hspace{1cm} (3.7)

It provides maximum distribution at the center ($\rho = 0$) and the zero distribution when $\rho \to \infty$. The corresponding magnetic vector potential is expressed: [Bateman and Erdelyi, 1954]

\[ A(\rho, z) \sim \rho^{-1} \left\{ [(a + |z|)^2 + \rho^2]^{1/2} - (a + |z|) \right\}. \]  \hspace{1cm} (3.8)

Taking the first and second derivatives:

\[ A^{(1)}(\rho, z) = \frac{\partial A}{\partial a} \sim \rho^{-1} \left\{ 1 - \frac{a + |z|}{[(a + |z|)^2 + \rho^2]^{1/2}} \right\} \]  \hspace{1cm} (3.9)

\[ A^{(2)}(\rho, z) = \frac{\partial A^{(1)}}{\partial a} \sim \rho [(a + |z|)^2 + \rho^2]^{-3/2} \]  \hspace{1cm} (3.10)

Only (3.10) can produce the current distribution $I(\rho)$ with a finite magnetic moment

\[ M = \frac{\pi}{c} \int_0^\infty I(\rho) \rho^2 d\rho. \]  \hspace{1cm} (3.11)

Equation (3.10) is also similar to the vector potential of a ring current model Tsyganenko proposed in 1982 [29].
Two models of the magnetotail current can approximate a realistic
magnetotail more closely than one global formulation. The tail currents of Tsyganenko 96 model includes two models; one is for the near-Earth tail current. The other one is for the tail field of the far magnetotail. Tsyganenko [26] adopted many approximations to describe the two-dimensional warping with tilt angle
in which coefficients of tail currents are determined by spacecraft magnetometers data because there is not enough information about how the earth's dipole tilt influence the tail current sheet. The return current of the central tail current sheet can be found across the lobes and magnetopause. The return current can be divided into two parts, symmetrical and anti-symmetrical with respect
to the dipole tilt \( \psi \). The first is the main field with respect to the perpendicular
dipole field of the Earth. The anti-symmetrical part is between the northern
and southern lobes rising. The rest of the tail field in the far magnetotail is
provided by the Chapman-Ferraro current because there is no current outside
the magnetopause. The near-Earth tail current comes from the region 1 and
2 Birkeland current systems. [27] Therefore, the net cross-tail field can be
expressed as:

\[
B_{CT} = \alpha_{T1} B_{CT1} + \alpha_{T2} B_{CT2} + \alpha_{T3} B_{CT3}
\]  

(3.12)

where \( \alpha_{T1} \), \( \alpha_{T2} \) and \( \alpha_{T3} \) are the weight factors of far-tail current, Region 1 and
Region 2 Birkeland currents respectively.
3.2 Constant Current Model

Using a two-dimensional model has many advantageous properties. The 2D approximation is valid for $|y| < 10R_E$ and $|z| < 10R_E$ in the central plasma sheet. Two-dimensional models of the magnetosphere qualitatively reproduce many of the truly three-dimensional magnetosphere, though quantitatively they can be in serious error. The Constant Current Model (CCM) is a two-dimensional magnetic field model written in GSM coordinates. It is a simple model of the current sheet. The CCM discuss the local stability of a dipolar magnetic plasma equilibrium[7]. The fundamental idea of the CCM model is to assume force balance:

$$\nabla P = \mathbf{J} \times \mathbf{B}$$  \hspace{1cm} (3.13)

where $P$ is an isotropic pressure. The CCM Model is defined in the $x-z$ plane. Thus selecting $\mathbf{A} = A_y \mathbf{e}_y$ implies $\mathbf{J} = J_y \mathbf{e}_y$. Through Ampere’s law, the $J$ would be written as:

$$\mathbf{J} = J_y \mathbf{e}_y = \frac{1}{\mu_0} \nabla \times \mathbf{B} = -\frac{1}{\mu_0} \nabla^2 A_y \mathbf{e}_y$$  \hspace{1cm} (3.14)

where we use

$$\mathbf{B} = \nabla \times (A_y \mathbf{e}_y) = \nabla A_y \times \mathbf{e}_y$$  \hspace{1cm} (3.15)

from equation (1). If the pressure $P$ is the function of $A_y$, it satisfies with:

$$\frac{dP}{dA_y} = -J_y,$$  \hspace{1cm} (3.16)
since $\nabla P = (\partial P/\partial A_y) \nabla A_y$ and $\nabla P = J \times B = J\vec{e}_y \times B = -JB \nabla A_y$. The magnetic flux function $\psi$ is equal $-A_y$. On the other hand, the pressure gradient at $x, z$ is equal to current sheet and current density at $x, z$. The pressure gradient is a constant along the Magnetic field line because $B \cdot \nabla P = 0$ when $P = P(A_y)$. Thus pressure is the linear function of $\psi = -A_y$ in the Constant Current Model [8].

The model is obtained from the sum of quadratic vector potential and a two-dimensional dipole field as follows:

$$A_y(x, z) = -\frac{B_o r_o^2 x}{x^2 + z^2} - \frac{1}{2} B'_x z^2 + B_n x \quad (3.17)$$

where $B_o r_o^2$ is the magnitude of two-dimensional magnetic dipole, $B_n$ is due to external currents and $B'_x$ is the uniform central plasma sheet current as a consequence of the diamagnetic current ($j_y$), which is proportional to current. Furthermore, $B_n$ is a northward uniform field correlated with the IMF $B_z$ [6]. In GSM coordinate $x < 0$ is the nightside region. The $x$ and $z$ field components are given as:

$$B_x(x, z) = B'_x z - \frac{2B_o r_o^2 x z}{(x^2 + z^2)^2} \quad (3.18)$$

$$B_z(x, z) = B_n + \frac{B_o r_o^2 (x^2 - z^2)}{(x^2 + z^2)^2} \quad (3.19)$$

Equation (3.18) and (3.19) are the mathematical formulas of the Constant Current Model. One easily verifies that $\nabla \cdot B = 0$ and $\nabla \times B = B'_y \hat{y}$. Figure
3.1 shows the field lines of the two models: the upper panel is computed with the Tsyganenko 96 model; the bottom is computed with the Constant Current Model. Constant Current Model can be similar to Tsyganenko 96 model by finding appropriate parameters through model fitting.
Figure 3.1: Magnetic field lines of two models; upper one is Tsyganenko 96 Model, where $P_{dyn}=3.0\text{Pa}$, $D_{st}=-50\text{nT}$, $B^{IMF}_y=0\text{nT}$ and $B^{IMF}_z=10\text{nT}$. The bottom plot is 2-D Constant Current Model, where $B'_x=14.671\text{nT}R_E^2$, $B_n=-0.0001031\text{nT}$ and $B_{o,rho}^2=6579.6\text{nT}(R_E)^2$. 
Chapter 4

Charged Particle Motion in the Geotail

4.1 Equations of Motion

The Lorentz force determines the equations of motion of charged particles in the magnetosphere. The motion of charged particles can be given as a superposition of rotation perpendicular to the magnetic field, motion parallel to the magnetic field and drift. The idea, which is rotation perpendicular and parallel to the magnetic field, develops the guiding center approximations. The guiding center approximations is the average of the full orbits. The motion parallel to the magnetic field can be understood in terms of adiabatic invariants. The electromagnetic properties of the geotail are given and the numerical results of practical motion are compared to the theoretical treatment.

Charged particles follow the equations of motion to drift and accelerate in the magnetosphere. Locally the particle can be seen as moving in an almost homogeneous field. Thus the radius of particle gyro-motion for a single turn is typically fairly small. Particle motions are constrained according to the conservation laws, including the conservation of mass, energy and charge [1]. In addition, there are approximate invariants called the first and second
adiabatic invariants that partly constrain the motion of the charges.

4.2 Geotail

Geotail region is typically the geomagnetic tail which is the region far behind the earth’s magnetosphere. Momentum and particles could enter the tail region across the magnetopause. The geomagnetic tail behaves as a reservoir of plasma and magnetic energy. A current sheet lies in the center of the tail. The two lobes (North and South) are divided by a high pressure plasma current sheet. In a static tail the geometry of the distant tail is determined by the pressure balance between the tail lobes and the solar wind pressure. From the data observed from IMP6 the distances of the magnetotail is around $30R_E$. The direction of magnetic field in the north lobe is toward the earth. But in the south lobe the direction of magnetic field is away from the earth.

The early measurements gave that the strength of the near-earth geomagnetic tail is about 20nT. This value is large compared to what the dipole field would be at this location. Through Ampere’s law the relationship between the magnetic field and sheet current density can be derived as $2B = \mu_0 I/L_x$. This relationship gives around $I/L_x = 30mA/m$ when magnetic field is around 20nT. Equivalently the tail can carry $2 \times 10^5 A \cdot R_E^{-1}$.
4.3 Lorentz Force Orbits

The Lorentz force law can describe the influence of a charged particle moving in electric and magnetic fields. Electrical and magnetic forces are essential to understand the behaviors of particles because plasma is a quasi-neutral electrically conducting gas. Consider a charged particle $q$ with the velocity $\mathbf{v}$ and an electrical field $\mathbf{E}$ and a magnetic field $\mathbf{B}$. The particle experiences the force $\mathbf{F}_L$, which is the Lorentz force:

$$\mathbf{F}_L = q(\mathbf{E} + \mathbf{v} \times \mathbf{B}). \quad (4.1)$$

The magnetic field acts on particles only in the direction perpendicular to the particle motion because of $\mathbf{v} \times \mathbf{B}$. A charged particle moves in a circle in the uniform magnetic field with $\mathbf{E}=0$. The angular frequency can be found through force equilibrium as:

$$\Omega_c = \frac{qB}{m}, \quad (4.2)$$

where $\Omega_c$ is also called gyro-frequency or cyclotron frequency. The radius $r_L$ of the gyro-orbit is determined by the velocity component $v_\perp$ perpendicular to the magnetic field. The radius is expressed as [2]:

$$r_L = \frac{\mathbf{v} \times \mathbf{B}}{\Omega_c B}. \quad (4.3)$$

The magnitude of (4.3) is generally called the Larmor radius:

$$r_L = \frac{v_\perp}{\Omega_c} = \frac{mv_\perp}{qB}. \quad (4.4)$$
Taking the scalar product of (4.1) by velocity $v$ to derive the rate of increase of the kinetic energy

$$\frac{d}{dt}\left(\frac{1}{2}mv^2\right) = qv \cdot E. \quad (4.5)$$

Since the orbits are very complicated the time integral of the right-hand side of equation (4.5) is not well known. This equation shows that the magnetic field does no direct work on the particle because the magnetic field does not change the kinetic energy. However, the magnetic field strongly influences the orbit and thus modifies velocity and position so that the power $qv \cdot E$ is strongly influenced by the magnetic field.

### 4.4 Guiding Center Orbits

The guiding center is the average position of a turn when a particle moves during this short time of $2\pi/\Omega_c$. The guiding center slides along the direction of magnetic field. The guiding center can be defined as the vector sum of position $r$ and Larmor radius $r_L$:

$$r_{ge} = r + r_L = r + \frac{v \times B}{\Omega_c B}. \quad (4.6)$$

Particles spiral around the guiding center. Guiding center orbits are analyzed by cyclotron motion from the slow drift averaged particle location.

Orbits can be described as three parts, gyration around the magnetic field line, bounce back and forth along the field line between reflection points,
which is often called mirror points and diamagnetic drift around the earth. In
general, drift velocity can be simply expressed:

\[ \mathbf{v}_{gc} = \mathbf{v}_\parallel + \mathbf{v}_\perp. \]  

(4.7)

It is straightforward to verify that \( d\mathbf{r}_{gc}/dt = v_\parallel \hat{\mathbf{b}} + \mathbf{V}_F \) when \( \mathbf{B} = \text{constant} \) by taking the derivative of equation (4.6) and using equation (4.1) for \( m\mathbf{v}/dt = \mathbf{F}_L \). \( \hat{\mathbf{b}} = \mathbf{B}/B \) is the direction along the magnetic field line.

Force items, such as electric field, gravity and gradient magnetic field, can give the guiding center a drift velocity transverse to the magnetic field. Using the Lorentz force can express any transverse force \( \mathbf{F}_\perp \) acting on a gyrating particle in magnetic field and give a drift perpendicular to both \( \mathbf{F}_\perp \) and \( \mathbf{B} \):

\[ \mathbf{v}_F = \frac{\mathbf{F}_\perp \times \mathbf{B}}{qB^2}. \]  

(4.8)

Through the guiding center theory, the drift velocity can be decomposed into four parts: (1) velocity parallel to field line, (2) \( \mathbf{E} \times \mathbf{B} \) drift, (3) curvature drift and (4) gradient \( \mathbf{B} \) drift. The formula of drift velocity can be written as:

\[ \mathbf{v}_{gc} = v_\parallel \hat{\mathbf{b}} + \frac{\mathbf{E} \times \mathbf{B}}{B^2} + \frac{mv_\perp^2}{2qB^3} (\mathbf{B} \times \nabla B) + \frac{mv_\parallel^2}{qB^2} (\mathbf{B} \times \kappa), \]  

(4.9)

where \( \hat{\mathbf{b}} \) is the unit vector \( \mathbf{B}/B \); and curvature vector \( \kappa = (\hat{\mathbf{b}} \cdot \nabla)\hat{\mathbf{b}} \). The second term of the right hand side of equation (4.9) is the \( \mathbf{E} \times \mathbf{B} \) drift. This drift is independent of particle mass, charge and energy. Thus, the drift direction
of the ion is the same with the electron. The third term of the right hand side of equation (4.9) is called the gradient B (or $\nabla B$) drift. In an inhomogeneous magnetic field, the direction of gradient magnetic field is perpendicular to $B$ and causes a drift transverse to magnetic field. The direction of the $\nabla B$ drift depends on the sign of charge $q$ of the particles. Because electrons drift opposite to ions, the drifts produce a substantial electrical current perpendicular to magnetic field. The fourth term of equation (4.9) in the right hand side is curvature drift. If the configuration of magnetic field is not a straight line, particles experience a centrifugal force in following the curved magnetic field lines. The centrifugal force increases radius of gyration; the particle thus drifts again in the direction perpendicular to the magnetic field [21]. These two drifts do not influence each other.

Guiding center particles are often viewed as “adiabatic” because the magnetic moment $\mu$ (first adiabatic invariant) is close to invariant [17]. The magnetic moment is

$$\mu = \frac{W_\perp}{B} = \frac{mv_\perp^2}{2B}. \quad (4.10)$$

Adiabatic invariant means the parameters of system, such as the field strength, change slowly, then the action changes much less than the field geometry.[9] The magnetic moment $\mu$ is based on Lorentz force equations. The magnetic moment $\mu$ can play an important role in constraining the high-energy electrons in cyclotron resonance or magneto-discharges. Particles are affected by the
force parallel to the magnetic field and can be expressed to

\[
\frac{m}{\text{d}t} \frac{\text{d}v}{\text{d}t} = -\mu \frac{\partial B}{\partial s}.
\]  \hspace{1cm} (4.11)

For each energy \( E \) and magnetic moment \( \mu \) the particle reaches the mirroring point \( a \) and \( b \) when the position \( s \) is such that \( E = \mu B(s) \). This defines \( S_a(\mu/E) \) and \( S_b(\mu/E) \). Equation (4.11) multiplied by \( v_\parallel \) can obtain the equation of energy conservation

\[
\frac{d}{\text{d}t} \left( \frac{mv^2}{2} \right) = -\mu \frac{\partial B}{\partial s} \frac{\text{d}s}{\text{d}t} = -\mu \frac{\text{d}B}{\text{d}t}.
\]  \hspace{1cm} (4.12)

Under adiabatic condition \( dE/dt = 0 \) we can express as

\[
\frac{d}{\text{d}t} \left( \frac{mv^2}{2} + \frac{mv^2}{2} + B\mu \right) = \frac{d}{\text{d}t} \left( \frac{mv^2}{2} + \mu B \right) = 0.
\]  \hspace{1cm} (4.13)

Substituting equation (4.12) into (4.13) can get

\[
-\mu \frac{\text{d}B}{\text{d}t} + \frac{d}{\text{d}t} (\mu B) = 0
\]  \hspace{1cm} (4.14)

and be reduced to

\[
\frac{d\mu}{dt} = 0.
\]  \hspace{1cm} (4.15)

The magnetic moment conservation implies the particles possess the higher perpendicular velocity as particles drift to the higher strength region of magnetic field. Since the energy of particle is constant, \( v_\parallel \) decreases as \( v_\perp \) increases.

We show an example orbit with \( \Delta \mu/\mu \ll 1 \) below.
When guiding center parallel motion is periodic, such as mirror motion, there exists what is called the “second adiabatic invariant” given by:

$$J = \oint_a^b p_\parallel \cdot ds.$$  \hfill (4.16)

The symbol \(\oint\) indicates the integral is taken as though the orbit were periodic. A trapped particle bounces within mirror points \(a\) and \(b\). The true orbits are the spiral motions drifting along the magnetic field lines. However, orbits can be viewed as effective point particles moving with \(r_{\text{gc}}(t)\) orbits to compute the equation (4.16) under guiding center approximation. The \(J\) is conserved as long as the particle experiences the magnetic field variation on time scale longer than bounce period \(\tau(a, b)\). For the nearly periodic cyclotron orbits the action integral \(I = \oint_a^b p_\perp \cdot dr_\perp\) is proportional to the magnetic moment \(\mu\), which is described as:

$$I = \frac{2\pi \mu m}{q},$$ \hfill (4.17)

where \(m\) and \(q\) are the mass and charge respectively. Here, the magnetic moment is \(\mu = mv_{\perp}^2/2B\). Particles can drift for a long distance as long as \(\mu\) and \(J\) have the same value.

An example of this is from McIlwain in 1961[19]. McIlwain mentioned that the magnitude of the magnetic field \(B\) and the integral invariant \(I_{\text{mc}}\) had been found to measure at different geographic places. The integral invariant at location \(a\) is defined as:

$$I_{\text{mc}} = \oint_a^{a'} (1 - B(s)/B)^{1/2} ds$$ \hfill (4.18)
where \( ds \) is the length along the magnetic field line between point \( a \) and \( a' \), 
\( B(s) \) is the magnetic field along the magnetic field line, \( B \) is the magnetic field of the point \( a \). Under no electric field the \( I_{mc} \) is defined as

\[
I = P^{-1} \int_{a}^{a'} P_{\parallel} ds
\]

(4.19)

where \( P_{\parallel} \) is the parallel momentum along the magnetic field line, and \( P \) is the total momentum at the location \( a \). The magnitude of the force perpendicular to the field line has the same \( B \) and \( I \) if the energy and mirror point distributions of trapped particles do not change significantly during the period the slowest particle drifts around the earth.\[19\]

Figure 4.1A shows the value of \( J \) at the equatorial plane in the nightside region for a given \( E_\circ \) and \( \mu \) values. We use \( J \rightarrow J/\sqrt{2mE_\circ} \) where 
\( \lambda = \mu B_{\text{min}}/E_\circ \) with \( B_{\text{min}} = B(x,y,0) \). In figure 4.1A we use \( \lambda = 0.1 \). The darker area means that the figures of \( J \) are bigger over there. It means a particle can drift a longer distance. Since \( J \) is constant the guiding center must drift on the closed contours \( J=\text{constant} \) in figure 4.1A. For \( x \sim -10R_E \) the guiding center orbit is trapped in the tail circles for \( x > -7R_E \) the guiding center drifts around the Earth. Figure 4.1B indicates the longest distance particles can drift in the northern hemisphere. The unit of distance is in the earth radius \( R_E \). Because \( J \) is conserved, as well as \( \mu \), the particle must bounce at the same altitude when it drifts around the earth. At point \((-15,0)\) the \( J \) and distance \( S \) are \( 3.20 \, km/s \cdot R_E \) and \( 5.1 R_E \) respectively; at point \((-7,0)\) the \( J \) is
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2.52 \, km/s \cdot R_E \text{ and } S = 3.4 \, R_E. \text{ Particles can drift the longer length if } J \text{ is large.}

We use figure 4.1A and 4.1B to estimate the average parallel velocity of an orbit by taking the ratio \( J/S \). At the point (-15,0) we can get \( <v_\parallel> = 3.2 \, km/5.1 \, s = 0.63 \, km/s \) and at point (-7,0) we obtain \( <v_\parallel> = 2.52 \, km/3.4 \, s = 0.74 \, km/s. \)

The conservation of magnetic moment \( \mu \) indicate that a varying magnetic field heats or cools a plasma according to equation (4.14) and equation (4.15). The conservation of \( J \) can be applied to define a coordinate system which is appropriate to map distributions of geomagnetically trapped particles [1]. The importance of \( \mu \) and \( J \) adiabatic conservation is that it applies under general conditions for asymmetric fields and in the presence of (weak) electric fields.

4.5 Adiabatic compared with Exact Orbits

Both Lorentz force equation and guiding center theory can be used to simulate the particle orbits in the geotail. A proton possesses 1 \( keV \) initial energy as drifting in the geotail in figure 4.2, figure 4.3 and figure 4.4. Figure 4.2 shows the complete gyration orbit calculated by Lorentz equations under no electric field when a particle drifts for 100 seconds. Here the Tsyganenko 96 model as the background magnetic field. The parameters of the Tsyganenko
<table>
<thead>
<tr>
<th>Initial Position( (x, y, z) )</th>
<th>((-10, 0, 0) R_E)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch Angle ( \psi )</td>
<td>60°</td>
</tr>
<tr>
<td>Gyrophase Angle ( \theta )</td>
<td>60°</td>
</tr>
<tr>
<td>Initial Energy</td>
<td>(1 keV)</td>
</tr>
<tr>
<td>Initial Velocity</td>
<td>(438 km/s^{-1})</td>
</tr>
<tr>
<td>Velocity Components( (v_x, v_y, v_z) )</td>
<td>((328.53, 189.68, 219.02) km/s)</td>
</tr>
<tr>
<td>Initial Magnetic Moment ( \mu )</td>
<td>(0.44 keV/nT)</td>
</tr>
</tbody>
</table>

Table 4.1: The initial conditions of the particle in figures

The equatorial pitch angle \( \psi \), which is the angle between \( z \)-axis and velocity vector, is 60° and the gyrophase angle \( \theta \) is 60° where the angle is measured between the projection of the particle initial velocity \( \mathbf{v} \) to equatorial plane and \( y \)-axis. The viewpoint of the figure 4.2 is in three dimensions for this proton \( \mu = 0.44 keV/nT \). Figure 4.3 decomposes figure 4.2 into two dimensions. Figure 4.3A is in midnight meridian; Figure 4.3B is in equatorial plane. By using guiding center theory there is the displacement in \( y \) direction under no electric field, shown in figure 4.4. It implies that the curvature drift and \( \nabla B \) drift have a force transverse to the field line and cause this displacement. The detail of the initial conditions are shown in table 4.1.

The assumption of guiding center theory is parameters of the system \( X(t) \), such as the field strength \( B \), change slowly as described by:[9]

\[
\frac{1}{\tau} \gg \frac{1}{X} \frac{dX}{dt}
\]  

\[4.20\]

where \( X \) is any field quantity and \( \tau \) is the oscillation period. In the figure
4.6C the magnetic moment $\mu$ changes from around 0.07 to 0.25 at 232 second. According to equation (4.20) $1/\tau$ is $1/232 \approx 0.004$ and change of the magnetic moment $\Delta \mu/\Delta t$ products $1/\mu$ is around 0.36. These numbers do not correspond to the equation (4.20) and the assumption of guiding center does not work. The magnetic moment $\mu$ is not conserved because of the significant field changes on the length scale of their Larmor radius[5]. Figure 4.5 indicated the guiding center calculated from equation (4.6) is almost similar to the result from guiding center theory in 100 seconds.

Guiding center approximations can not be used to describe the ion motions in neutral sheet region if a particle drifts for a long time [18]. Suppose three protons possess different initial energy $0.1keV$, $1keV$ and $10keV$ with the same gyrophase angle $\theta = 60^\circ$ and pitch angle $\psi = 60^\circ$. Figure 4.6 shows the magnetic moment versus time with different initial energy, $0.1keV$ in figure 4.6A, $1keV$ in figure 6B and $10keV$ in figure 6C respectively. The unit of the magnetic moment $\mu$ is $keV$/nT. There is no energy loss or gain during the drifting period. In figure 6A the magnetic moment $\mu$ is almost constant before or after the neutral sheet. However there are small perturbations in figure 6B when the initial energy increases to $1keV$. In figure 6C the magnetic moment $\mu$ has intense variation. Thus the magnetic moment $\mu$ responds sharply and is not the constant as crossing the neutral sheet with the energy increasing. The guiding center approximations can describe the properties of the particle before the period crossing the neutral sheet and after the crossing. There are
some limitations for using guiding center theory.

The probability distribution $P(\mu)d\mu$ with the low initial proton energy is similar to Gaussian distribution function, shown in figure 4.7. Initial proton energy are $1keV$ and $10keV$ in figure 4.8 and in figure 4.9 respectively. With the increasing energy the standard deviation increases and the distribution function is not similar to Gaussian distribution function. Non-Gaussian distribution stands for that particles are energized. Thus the magnetic moment is not adiabatic as distribution function is non-Gaussian distribution because particles are energized.

We can also discuss the relationship between chaos parameter and magnetic moment $\mu$. The definition of chaos parameter is[13]

$$\kappa_{BZ} = \left(\frac{R_c}{\rho}\right)^{1/2}, \quad (4.21)$$

where $\rho$ is Larmor radius and $R_c$ is curvature radius. All chaos parameters in cases we mentioned are larger than 2. In general $\kappa_{BZ} \geq 2$ the magnetic moment $\mu = mv^2/2B$ is a good adiabatic invariant. Under low initial proton energy the magnetic moment $\mu$ varies slightly and the chaos parameter corresponding to the magnetic moment $\mu$ looks like a periodic function. As a particle crosses the neutral sheet the magnetic moment $\mu$ pulsates. However the chaos parameter is lower at the position where the particle crosses the neutral sheet. As increasing proton energy the chaos parameter versus time does
not look like the periodic moment. The chaos parameter is lower when a particle crosses the neutral sheet. Figure 4.10, 4.11 and 4.12 show the relationship between the magnetic moment $\mu$ and the chaos parameter $\kappa_{BZ}$ with different energy. There are larger chaos parameter $\kappa_{BZ}$ as smaller magnetic moment $\mu$. The step-like changes in $\mu$ shown in figure 4.12 suggests that the standard map in chapter 4 of *Horton* and *Ichikawa* [13] can be used to decide the change of $\mu$.

The standard map can be employed to measure the change of the magnetic moment $\mu$. For appropriate dimensionless parameters are easily $X \rightarrow kx/2\pi$, $P \rightarrow kp/m_0\omega$ and $T \rightarrow \omega t$. $P$ is the particle momentum perpendicular to the field line of the force and $X$ is the location of the particle. *Horton* defined a parameter for relativistic standard map so that [13]

$$K = \Delta \mu$$

(4.22)

is the jump in the magnetic moment when the particle crosses the equatorial plane. The motion gives the map

$$\mu_{t+1} = \mu_t - \frac{K}{2\pi} \sin(2\pi \theta_t)$$

(4.23)

$$\theta_{t+1} = \theta_t + \mu_{t+1}.$$  

(4.24)

Here $t$ stands for the time sequence of the particle crossing the equatorial plane. The reference of the map is seen clearly in figure 4.6 and 4.12 when the 10keV proton makes a jump in $\mu$ everytime it crosses the equatorial plane.
Figure 4.1: Parameters of Tsyganenko 96 model: $P_{dm}=3.0$ nPa, $D_{st}=-50$ nT, $B_{y}^{MF}=0.0$ nT and $B_{z}^{MF}=-10.0$ nT. The top figure (A) is contours of constant values of the second adiabatic invariant $J = \int \sqrt{1 - \lambda B(s)/B_o} \, ds$ from equation (4.16), where $\lambda$ is pitch angle variable $\mu B_o/E_o$. The value of $\lambda$ is 0.1. $B_o$ and $E_o$ are magnetic field and energy at initial position respectively. The bottom (B) is contour of the magnitude of distance $S=S(x, y, z=0)$ particle drifts, which is computed from $S = \int_{a}^{b} dS$. 
Figure 4.2: Parameters of Tsyganenko 96 model: $P_{dyn}=3.0\text{nPa}$, $D_{st}=-50\text{nT}$, $B_{y}^{MF}=0.0\text{nT}$ and $B_{z}^{MF}=10.0\text{nT}$. The proton particle spirals along the magnetic field line for $t=100\text{s}$. The initial conditions are $X=(-10, 0, 0)\ R_E$ and $V=(438\ km/s, \psi = 60^\circ, \theta = 60^\circ)$. 
Figure 4.3: Parameters of Tsyganenko 96 model: $P_{dm}=3.0$ nPa, $D_{st}=-50$ nT, $B_z^{MF}=0.0$ nT and $B_z^{MF}=10.0$ nT. The figure A is in midnight meridian; the figure B is in equatorial plane. The total orbit time shown is $t=100$ seconds and time-step of integrator $\delta t=0.001$ second. The orbit is the same proton orbit shown in figure 2. The Larmor radius $r_L$ is around 0.03 $R_E$ and $<\omega_c>$ is around 2.0 $1/s$. Thus there are approximately $<\omega_c>t/2\pi \approx 32$ cyclotron rotations.
Figure 4.4: Parameters of Tsyganenko 96 model: $P_{dyn}=3.0\text{nPa}$, $D_{st}=-50\text{nT}$, $B_y^{IMF}=0.0\text{nT}$ and $B_z^{IMF}=10.0\text{nT}$. This plot is the same initial conditions with figure 4.2 but using guiding center approximations. The upper plot is in midnight meridian; the bottom one is in equatorial plane. The initial values are $X = (-10.0, 0, 0) \text{R}_E$ and $V = (328.53, 189.68, 219.02)(\text{km/s})$. The run time is 100 seconds and $\delta t=0.1$. 
Figure 4.5: Direct comparison of the guiding center theory with the full Lorentz force. To do comparison we use equation (4.6) to compute $r_{gc}(t)$ from $r(t)$. Solid line means the calculation from Lorentz force equation. Dash line is estimated from guiding center theory directly. Direct compared of the guiding center orbit and guiding center calculated form Lorentz force orbits in equation (4.6) for a 1keV proton with $\mu = 0.044keV/\text{nT}$. The mirror points a difference of $\Delta S/S = 0.02/9.84 = 2 \times 10^{-3}$.
Figure 4.6: The initial pitch angle is 60° and gyrophase angle is 60°. The initial energies of figure 4.6A, 4.6B and 4.6C are 0.1keV, 1keV and 10keV respectively. The unit of $\mu$ is keV/nT. The initial positions are all $X=(-10, 0, 0)R_E$. 
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Figure 4.7: This figure shows the frequency of occurrence and their probability distribution $P(\mu)d\mu$ of value $mv_1^2/2B$ between the extreme $\mu_{\text{min}}$ and $\mu_{\text{max}}$ with initial energy 0.1keV. The distribution is approximately Gaussian with $<\mu> = 0.0043$ and $\sigma_\mu = 2.95 \times 10^{-5}$ so that $\sigma_\mu/\mu = 6.8 \times 10^{-3}$.
Figure 4.8: This figure shows the frequency of occurrence and their probability distribution $P(\mu)d\mu$ of value $mv^2/2B$ between the extreme $\mu_{min}$ and $\mu_{max}$ with initial energy 1keV. The distribution is approximately Gaussian with $<\mu>=0.0422$ and $\sigma_\mu=9.5 \times 10^{-4}$ so that $\sigma_\mu/\mu=0.0225$. The total number $N$ of sampling points is 321 taken at every $\Delta t=3.2s$. 
Figure 4.9: At 10keV the probability distribution $P(\mu)\,d\mu$ is now showing a non-Gaussian form with a wide box-like distribution. The distribution is approximately given with $\mu > = 0.3236$ and $\sigma_{\mu} = 0.0889$ so that $\sigma_{\mu}/\mu = 0.2746$. The kurtosis is small with $<\delta\mu^4>/<\delta\mu^2>^2 \approx 2.2$ and the skewness $s = <\delta\mu^3>/<\delta\mu^2>^{3/2} \approx -0.42$
Figure 4.10: The top plot of the figure 10 is the magnetic moment $\mu$ versus time; the bottom one is the chaos parameter $\kappa_{BZ}$ versus time. At $0.1\,keV$ the chaos parameter looks like a periodic function of time. The lower values of the chaos parameter show at the trough. The average magnetic moment $<\mu>$ is 0.0043 and $\sigma_\mu$ is $2.95 \times 10^{-5}$. 
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Figure 4.11: The top plot of the figure 10 is the magnetic moment $\mu$ versus time; the bottom one is the chaos parameter $\kappa_{BZ}$ versus time. With increasing energy to 1 keV the magnetic moment $\mu$ responds more drastically than the previous one. But the small values still can be found at the trough. The chaos parameter $\kappa_{BZ}$ versus time is similar to the periodic function. The average magnetic moment $<\mu>$ is 0.0422 and $\sigma_\mu$ is $9.5 \times 10^{-4}$. 
Figure 4.12: The top plot of the figure 10 is the magnetic moment $\mu$ versus time; the bottom one is the chaos parameter $\kappa_{BZ}$ versus time. At 10 keV with $<\mu> = 0.3236$ and $\sigma_\mu = 0.0889$ the magnetic moment responds sharply when the particle crosses the neutral sheet. The chaos parameter versus time is non-periodic function of time. There are larger values of chaos parameter $\kappa_{BZ}$ as smaller magnetic moment $\mu$. 
Chapter 5

Charged Particle Simulations

5.1 Energizing Mechanism

At section 4.5, the results we discussed are under no electric field \( \mathbf{E} = 0 \). The total energy is conserved in a magnetic field without electric field. However, the magnetosphere contains substantial electric fields produced by the high velocity solar wind plasma blowing past the Earth’s dipole magnetic field. The magnetospheric currents derived from Ampere’s law applied to the measured magnetic fields in the lobe areas and their boundaries. The magnetotail of the earth contains a current sheet [21]. The magnetopause of the north and south lobes have currents \( I_N, I_S \) from the dusk to the dawn direction, where \( N \) and \( S \) stand for the north direction and the south direction respectively. The neutral sheet carries a dawn-to-dusk return current \( I = I_N + I_S \), which is in the positive \( y \) direction under the GSE coordinates, that is in the dawn-to-dusk direction shown in figure 5.1. An electric field \( E_y \) exists in the same direction with the dawn-to-dusk current in \( y \) direction both at the magnetopause and in the central plasma sheet. The voltage drop across the geotail is \( V(t) = E_y I_y \) and ranges from 40\( kV \) in quiet time to 800\( kV \) during substorms. We ask how much energy the particle can gain from the electric field \( E_y \)?
The dawn-to-dusk electric field is driven by the solar wind velocity \( v_x^{sw} \) and the IMF magnetic field \( \mathbf{B}^{IMF} \). Derivation of the electric field is beyond the scope of this part of the work. The driven field is roughly \( E_y \approx v_x^{sw} B_z^{IMF} \). For \( v_x^{sw} = 400\text{km/s} \) and \( B_z^{IMF} = 10\text{nT} \) this gives \( E_y = 4\text{mV/m} \).

Particles acquire energy during the times they are in the quasi-neutral sheet.[15]. After equation (4.1) times \( \mathbf{v} \) we derive:

\[
\frac{d}{dt} \left( \frac{1}{2} m v^2 \right) = q \mathbf{v} \cdot \mathbf{E}. \tag{5.1}
\]

This formula is the same as equation (4.5) at chapter 4.2. The equation can be also rewritten as

\[
\Delta W = \Delta \left( \frac{1}{2} m v^2 \right) = q \mathbf{v} \Delta t \cdot \mathbf{E} = q \Delta \mathbf{x} \cdot \mathbf{E} \tag{5.2}
\]

for the increase of energy \( \Delta W \) in a time interval \( \Delta t \) restricted only by the requirement that \( \mathbf{E} \) is constant over that time interval. This formula states that the particle obtains the energy as long as the particle has a displacement parallel to the direction of electric field. The particles are accelerated by the dawn-dusk electrical field \( E_y(t) \) and spouted out from the quasi-neutral layer at which dawn-dusk electric field \( E_y(t) \) occurs [12]. Therefore the particles gain energy proportional to the displacement \( \Delta \mathbf{x} \) in the \( y \) direction, contributed by \( \Delta y \). Since the orbits are complicated it usually requires numerical solutions to determine the \( \Delta y \) displacement.
The geo-magnetic field models we work within this section are the function of positions, but not a function of time. According to Faraday’s law, which is

\[ \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t}, \]  

\[ (5.3) \]

\( \partial \mathbf{B} / \partial t \) is zero because magnetic field is not the function of time. Consequently \( \nabla \times E = 0 \) implies the electric field does not vary with space. Thus the electric field we discuss is a function of time, \( E_y(t) \) alone. Another interesting class of fields that are complex function of space and time is developed by Shin Lin Li and Baker et al.

In the next section we want to discuss two classes of the electric fields: the constant electric field and the electric field as a function of time. The electric fields are assumed to be independent on space, that is uniform throughout the geotail region. The magnetic field model we apply is the Tsyganenko 96 model.

### 5.2 Energization from Constant Solar Wind

Particles experience a force due to electric field and drift toward the earth by Lorentz force equation. The transverse action \( S_\perp \), which is perpendicular to the direction of particle motion,

\[ S_\perp = \int p_\perp \cdot dq_\perp \]

\[ (5.4) \]
taken over a period of the transverse oscillation is an adiabatic invariant as the particles drift into regions of a changing transverse field gradient ($q_\perp$ and $p_\perp$ are the position and momentum vectors).[22] From the invariant of $S_\perp$, particles moving in a field with increasing transverse field gradient gain transverse oscillation energy at the expense of the kinetic energy in the field line ($\hat{b}$) direction.

As an example we take both the pitch angle and the gyrophase angle are 60°. The magnetospheric parameters of Tsyganenko 96 model are $P_{dyn} = 3.0\text{nT}$, $Dst = -50\text{nT}$, $B_{y}^{IMF} = 0.0\text{nT}$ and $B_{z}^{IMF} = 10.0\text{nT}$. We take the reference value of the electric field as $E_y = 1mV/m$ throughout the magnetosphere (magnetotail).

5.2.1 $E_y$ is constant

Under the constant electric field $E_y = 1mV/m$ the particle gains energy and drifts toward the earth while doing gyro-motion along the magnetic configurations. Table 5.1 shows the initial condition of these simulations. Figure 5.2 and figure 5.3 show the particle drifts starting from the current sheet, the north lobe and the south lobe in the meridian plane and equatorial plane respectively within a hour (3600 seconds). The particle starts to drift with different initial energies at three different positions (-25, 0, 0), (-25, 0, 3) and (-25, 0, -3). The higher the energy of the protons, the higher initial velocity and particle drifts. The pitch angle is 60° and gyrophase angle is 90° in all
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<table>
<thead>
<tr>
<th>Initial Position ((x, y, z))</th>
<th>((-25, 0, \pm 3)) ((-25, 0, 0)) (R_E)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch Angle (\psi)</td>
<td>(60^\circ)</td>
</tr>
<tr>
<td>Gyrophase Angle (\theta)</td>
<td>(90^\circ)</td>
</tr>
<tr>
<td>Initial Energy</td>
<td>(0.1keV, 1keV) and (10keV)</td>
</tr>
<tr>
<td>Electric Field</td>
<td>(1mV/m)</td>
</tr>
</tbody>
</table>

Table 5.1: The initial conditions of the particle in 5.2.1

events. The charged particle still drifts toward the earth and bounces back and forth wherever it starts in the meridian plane. The mirror points are closer and closer to the earth. With increasing initial energy the particle can float for a longer distance. With larger initial energy the particle tends to drift around the earth as it gets close to the earth. When the particle drifts to about \(2R_E\) gravity is around \(4 \times 10^{-27}N\) and does not influence the particle. The Lorentz force is about \(10^{-18} \sim 10^{-20}N\) larger than gravity. The \(10keV\) ions reach around \(X=-2R_E\) and then drift to the evening sector. This takes about 30 minutes when particles drift to evening sector from \(x=-25R_E\).

Figure 5.4 shows that the change \(W\) versus time. At lower energy, the particle drifting from the north and the south lobe do not acquire much energy because ions do not have distant displacement in the \(y\) direction, corresponded with subplots in figure 5.3. The protons acquire about \(50keV\) wherever they start to drift with the initial energy of the particle \(10keV\). But the the energy drops as particles pass by the Earth. Thus particles have larger energies when drifting close to earth. These energies are released into the ring current area. We can obtain similar results either from calculating equation (5.2) or from
\[ W = 0.5mv_{\parallel}^2 + 0.5mv_{\perp}^2 \] with initial energy \(10keV\), as shown in figure 5.5.

The velocity of initial energy 0.1\(keV\), 1\(keV\) and 10\(keV\) are around 139\(km/s\), 438\(km/s\) and 1385\(km/s\) respectively. The initial energy determines the original drift velocity of the particle. Thus the ions obtain more energy if the particle possesses more initial energy. With the higher initial energy the magnetic moment \(\mu\) changes strongly, which is shown in figure 5.6. The magnetic moment \(\mu\) varies when the particle intersects the neutral sheet. Figure 5.7 shows the probability distribution of the magnetic moment \(\mu\). When the initial energy is small, the probability distribution is similar to Gaussian distribution. However, the particle starting to drift from the South lobe has the smaller magnetic moment \(\mu\). Thus the figure, which the particle starts to drift from the South lobe with initial energy 0.1\(keV\), is similar to Poission distribution. With the higher initial energy the probability distribution looks like non-Gaussian distribution. The magnetic moment \(\mu\) is close to a constant around 0.1\(keV/nT\) when drifting close to the earth because the strength of the magnetic field around the earth is much larger.

With the same initial energy 1\(keV\) particles possess different orbits under different gyrophase angle \(\theta\), as indicated in figure 5.8 and figure 5.9. In the equatorial plane the line connected angle 180° and 360° separates the plane into two parts, dayside area and nightside area. The gyrophase angle 60° and 120° are in the dayside region; 240° and 300° are in the nightside region.
<table>
<thead>
<tr>
<th>Initial Position ((x, y, z))</th>
<th>((-25, 0, \pm 3) ) ((-25, 0, 0)) (R_E)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch Angle (\psi)</td>
<td>60°</td>
</tr>
<tr>
<td>Gyrophase Angle (\theta)</td>
<td>90°</td>
</tr>
<tr>
<td>Initial Energy</td>
<td>10(keV)</td>
</tr>
<tr>
<td>Electric Field</td>
<td>1 ((mV/m)) (t \leq 30\text{mins})</td>
</tr>
<tr>
<td></td>
<td>-1((mV/m)) (t &gt; 30\text{mins})</td>
</tr>
</tbody>
</table>

Table 5.2: The initial conditions of the particle in 5.2.2

Figure 5.10 shows the total energies acquired from equation (5.2) versus time. Particles drifting from the nightside area obtain more energy. And particles possess higher magnetic moment \(\mu\) drifting from the nightside region, indicated in figure 5.11. Thus particles are easy to escape with increasing initial energy if particles start to drift in the nightside.

5.2.2 \(E_y\) is constant but changes direction after some time

With the higher initial energy particles drift closer to the Earth. Particles drifting close to the Earth spend around 30 minutes. What happens to particles if the electric field changes strongly to the opposite direction from the original electric field? We suppose that the electric field is 1\(mV/m\) and changes to -1\(mV/m\) after 30 minutes. The detail initial conditions are in table 5.2.

Figure 5.12 are the plots of the particles’ orbits shown in the two-dimensions, equatorial plane and meridian plane. Particles arrive to the
dusk area in the equatorial plane around 30 minutes. The ions obtain energies around 50\,keV. Particles seem to drift backward when the electric field changes. From the second column of the figure 5.13 the magnetic moment \( \mu \) is stable. The chaos parameter \( \kappa_{BZ} \) does not change sharply after 30 minutes. Particles seem to be trapped in the dusk area in the equatorial plane. Particles gaining the energy are independent on the position where the particles start to drift. More energy releases into the ring current than the energy under the constant electric field. The energies of particles drop around 10\,keV. Thus particles relieve more energy when the electric field changes to the opposite direction.

5.3 Energization from Variable Solar Wind

According to Ampere’s law the displacement current is quite small compared with the induction current in the geotail region. Voltage drop across the magnetic tail is around 800\,kV within the substorms. During the substorms the electric filed \( (E_y = V/L_y) \) is about 6.25\,mV/m with the width of the magnetosphere \( L_y = 20R_E \). When ions drift close to 1.5 \approx 5R_E, the displacement current is around \( 10^{-18} \approx 10^{-20}(A/m^2) \) much smaller than conduction current \( 10^{-9}(A/m^2) \). Thus the influence of displacement current on the magnetic field does not need to be considered.

With the solar wind passing by the electric field changes with time
<table>
<thead>
<tr>
<th>Initial Position (x, y, z)</th>
<th>(−25, 0, 0) ( R_E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch Angle ( \psi )</td>
<td>60°</td>
</tr>
<tr>
<td>Gyrophase Angle ( \theta )</td>
<td>90°</td>
</tr>
<tr>
<td>Initial Energy</td>
<td>10keV</td>
</tr>
</tbody>
</table>

Table 5.3: The initial conditions of the particle of section 5.3

Increasing. I simulate the particle motion by using the electric field similar to the Gaussian distribution as

\[ E_y = \frac{\alpha}{\sqrt{2\pi}} \exp\left[ -\frac{(t - t_{\text{Emax}})^2}{2\sigma} \right], \tag{5.5} \]

where \( t \) means the time in second, \( \sigma = 10^6 s^2 \) and \( t_{\text{Emax}} = 2000 s \) stands for the electric field has the maximum value as \( t = 2000 s \). After 2000 seconds the electric field gradually drops close to 0. The maximum electric field is close to 1mV/m when \( \alpha = 2.4 \). The detail initial conditions are shown in table 5.3.

In figure 5.14 and figure 5.15 the particle drifts for 2.5 hours with the electric field from equation (5.5). The particle arrives close to the earth around 1.1 hours (4000s). Figure 5.14 plots shows orbit positions and time. The figure 5.15C indicates that energy drops around 5~10keV as time= 4000s. The magnetic moment \( \mu \) also falls because the energy drops. Within 4000 to 6000 seconds the particle drifts in the dayside and turns around the Earth. Ions cost around 2000 seconds drifting the dayside area. The chaos parameter \( \kappa_{BZ} \) perturbed sharply when the particle drifts in the dayside area, which is indicated in figure 5.15D. After 6000 seconds the particle drifts back to the
nightside region. But the electric field is very small. The particle drifts back to the geotail and does the gyromotion toward to the Earth again.

5.4 Comparisons with Solar Flare Energization

The corona is the outermost atmosphere of the sun. The corona is located above Chromosphere with a density of $10^{15} m^{-3}$ near the sun. The temperature increases abruptly to $2 \times 10^{6} K$ in the corona from the 6000K Photosphere through the transition region. The corona is an active region and its magnetic field is the strongest on the sun. Sometimes a solar flare is rapidly generated in the corona. Solar flares are easily observed during the solar eclipse. Coronal mass ejections may happen along with an associated flare or eruptive prominence. Neither solar flares nor prominence eruptions are the reason to cause coronal mass ejections [16]. A solar flare is associated with the coronal loops, which is a closed magnetic field line connected to magnetic regions on the solar surface. Coronal loops are found around the sunspots in active regions. Charged coronal gas is trapped from relatively dense region by closed magnetic field lines. Many coronal loops can last for days or weeks but change quickly. The density of the coronal loops is higher than in other regions. The observed properties of the solar wind near the earth (1AU) are in table 5.4. More detail on the solar wind parameters are given by Hundhausen, in p.93 in the Russell and Kivelson book.

Soft x-ray pictures clearly show the coronal loops and bright points,
<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proton density</td>
<td>$6.6 , cm^{-3}$</td>
</tr>
<tr>
<td>Electron density</td>
<td>$7.1 , cm^{-3}$</td>
</tr>
<tr>
<td>Flow speed</td>
<td>$0.25 , km \cdot s^{-1}$</td>
</tr>
<tr>
<td>Proton Temperature</td>
<td>$1.2 \times 10^5 K$</td>
</tr>
<tr>
<td>Electron Temperature</td>
<td>$1.4 \times 10^5 K$</td>
</tr>
<tr>
<td>Magnetic field</td>
<td>$7 \times 10^{-9} T$</td>
</tr>
</tbody>
</table>

Table 5.4: Properties of the solar wind observed near the earth (1 AU) [21]

where magnetic fields interact. New higher resolution images of coronal loops and solar flares are found at http://vestige.lmsal.com/TRACE/Public/Images/ taken by soft x-ray cameras on the Transition Region and Coronal Explorer (TRACE) satellite launched by the Naval Research Laboratory in April, 1998. TRACE includes $1024 \times 1024$ CCD detector and gathers over $8.5 \times 8.5$ arc minute images. After the Solar Maximum Mission, TRACE is the first satellite related with solar research in the United States. Solar physicists can learn the connections between solar magnetic field and related plasma properties to the sun by observing the photosphere, the transition region, and the corona. Many space problems, such as reconnection, plasma heating and wave propagation, happen in the atmosphere of the sun. We can learn the details of research about energy mechanism in stellar studies.

Chen and Shibata [3] proposed the solar flare magnetic flux $\psi$ can be decomposed into a background field $\psi_b$ flux, magnetic field caused by image current $\psi_i$ flux, and magnetic field from a line current $\psi_l$ flux. In local $x, y$ coordinates with $x$ measured horizontally at the surface of the photosphere and
y vertically upward, the three components are given in units $x \rightarrow xL_o, y \rightarrow yL_o$
with $L_o = 10^5$ km and $\psi \rightarrow B_oL_o$ by $B_o = 100G = 10^{-2}T$. The plasma $\beta$ is
chosen to be 0.01 corresponding to Alfvén wave speed $v_A$ 1818 km s$^{-1}$. The
time scale is $L_o/v_A$ around 55s. The components can be described as:

$$\psi_b = I(t)\ln \left[ \frac{[(x + 0.3)^2 + (y + 0.3)^2][(x - 0.3)^2 + (y + 0.3)^2]}{[(x + 1.5)^2 + (y + 0.3)^2][(x - 1.5)^2 + (y + 0.3)^2]} \right]$$
(5.6)

$$\psi_i = -\frac{B\psi_o}{2} \ln [x^2 + (y + h)^2]$$
(5.7)

$$\psi_l = \begin{cases} 
\frac{B\psi_o^2}{2r_o}, & r \leq r_o; \\
\frac{B\psi_o^2}{2} - r_o \ln(r_o) + r_o \ln(r), & r > r_o.
\end{cases}$$
(5.8)

where $I(t)$ is the current model of the solar background emerging flux from
two line dipole at positions. The positions $(\pm 1.5, -0.3)$ and $(\pm 0.3, -0.3)$ are
the solar dipole under the photosphere. $h$, depth of the image current, is equal
to 2 and with $r = [x^2 + (y - h)^2]^{1/2}$. The radius of the line current is $r_o = 0.5$.
The magnetic field is found by relation with flux $\psi$ by

$$\mathbf{B} = \nabla \psi \times \hat{z}.$$ 
(5.9)

A simple picture of the mass ejection is produced by assuming the current
model $I(t)$ is the hyperbolic function of time $I(t) = \sech(2\pi t/100)$ where $t$
is time because the current decreases with time when mass ejects. In the
simulation shown in figure 5.16, we keep the line current $B_1r_o$ and image
current $B_2r_o$ constant. According to Ampere’s law,

$$\oint B \cdot dl = \mu_o I.$$ 
(5.10)
Thus current $I=1$ means $2\pi B_0 L_0/\mu_0 = 5 \times 10^{12}$A. The emerging flux from the two line dipole currents is smaller and smaller as time increases. Emerging flux triggers coronal mass ejections. The flux is under a balance between magnetic buoyancy and magnetic tension. Energy can be stored in the top of the inner configuration bubble at the initial time (time is 0 second), indicated in figure 5.16A. In figure 5.16B at $t=8$ the field lines start to break and reconnect. Coronal mass ejections release mass and energy in a very short time scale. The mass from coronal ejections can increase the strength of the magnetic field. Reconnection point is increasing and causes the location of field loops to rise [21]. The configuration loops of chromosphere move apart. Thus, field lines grow with mass ejections coming and passes energy into the instellar medium. The sequential plot of figure 5.16 shows the growing condition of the field line with time increasing. The simple reconnection process is shown in figure 5.17.

We simulate the particle motion in coronal mass ejections by using the Lorentz force under the magnetic field of the corona. The particle drifts and mirrors back along the coronal magnetic configuration, as indicated in figure 5.18. From the bottom plot of figure 5.18 the particle drifts lower and lower from the equatorial plane. The particles do the gyromotion along the field line of the corona. The background current is the function of time as shown in figure 5.15. The particles in the corona are released into the space doing the gyromotion with eruptive prominence as time increasing.
Figure 5.1: When the particle enters the magnetopause through reconnection, it can generate a dawn-to-dusk current in the geotail. This figure displays the configuration of the current.
Figure 5.2: Parameters of Tsyganenko 96 model: $P_{d}_{min}=3.0\text{nPa}$, $D_{st}=-50\text{nT}$, $B_y^{MF}=0.0\text{nT}$ and $B_z^{MF}=10.0\text{nT}$. With initial pitch angle $\theta = 60^\circ$ and gyrophase angle $\psi = 90^\circ$ the particle starts to drift from the north lobe, the current sheet and the south lobe with constant electric field in $y$ direction ($E_y = 1mV/m$) individually. The first row show protons that drift from the south lobe with different initial energies. The second row particle shows protons that drift from the current sheet. The third row shows protons that drift from the north lobe. Starting points $X$ from the north lobe, the south lobe and current are (-25, 0, -3), (-25, 0, 0) and (-25, 0, 3) respectively. These figures are shown in meridian plane.
Figure 5.3: Parameters of Tsyganenko 96 model: $P_{dm}=3.0 \text{mPa}$, $D_{sl}=-50 \text{nT}$, $B_{y}^{MF}=0.0 \text{nT}$ and $B_{z}^{MF}=10.0 \text{nT}$. With initial pitch angle $\theta = 60^\circ$ and gyrophase angle $\psi = 90^\circ$ these plots are displayed in equatorial plane under the same parameters with figure 5.2. These plots look down from the north pole.
Figure 5.4: Parameters of Tsyganenko 96 model: $P_{d_\text{pm}}=3.0\text{nPa}$, $D_{st}=-50\text{nT}$, $B_{y}^{I\text{MF}}=0.0\text{nT}$ and $B_{z}^{I\text{MF}}=10.0\text{nT}$. With initial pitch angle $\theta = 60^\circ$ and gyrophase angle $\psi = 90^\circ$ these plots display the total energy $W$ versus time in second. The unit of energy is in $keV$. 
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Figure 5.5: The values of these plots are energy versus time calculated from two methods. Plots in the first row are calculated from $W = \frac{mv^2}{2} = \frac{mv_0^2}{2} + \frac{mv_r^2}{2}$. The second row comes from the integrating equation (1) to get equation (2) with $E_y = 1mV/m=\text{constant}$. The unit of energy is $keV$. 
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Figure 5.6: These plots are the magnetic moment $\mu$ versus time. The unit of the magnetic moment $\mu$ is keV/\(nT\). The parameters are the same with previous figures.
Figure 5.7: These plots are the distribution functions of the magnetic moment $\mu$. The orbit time is a hour. The data is recorded in every second. The total number $N$ of each plot is 3601. Figure 5.7 corresponds to figure 5.6.
Figure 5.8: The particles drift in different gyrophase angle with the same proton energy 1keV. The gyrophase angle starts from 60° to 360°. The interval angle is 60°. Particles drift 3600 seconds (a hour). The parameters of the Tsyganenko 96 model are the same with the ones in figure 5.2. These figures are shown in meridian plane.
Figure 5.9: These plots are shown in equatorial plane. The parameters of the Tsyganenko 96 model are the same with the ones in figure 5.2. The line connected gyrophase angle 180° with 360° divide the equatorial plane into two parts, dayside and nightside. The gyrophase angle 60° and 120° are located in the dayside; 240° and 300° are located in the nightside.
Figure 5.10: These plots are the total energy calculated from equation (2) versus time. The parameters of the Tsyganenko 96 model are the same with the ones in figure 5.2. The unit of total energy is expressed in $keV$. The interval gyrophase angle is $60^\circ$. 
Figure 5.11: These plots are the magnetic moment $\mu$ versus time. The parameters of the Tsyganenko 96 model are the same with the ones in figure 5.2. The interval of gyrophase angle is 60°.
Figure 5.12: The initial conditions of the particles are shown in table 5.2. The particles start to drift from three different positions, current sheet, north lobe and south lobe. The electric field changes to the opposite direction after 30 minutes. The first column figures are shown in meridian plane; the second column plots are shown in equatorial plane.
Figure 5.13: The first column figures are the energy from equation (5.2) versus time. The second column figures are the magnetic moment $\mu$ versus time. The rest plots in the last column are the chaos parameter $\kappa_{BZ}$ versus time. The initial conditions of these figures are shown in table 5.2.
Two-dimensional view of orbit

Positions VS. Time

Figure 5.14: The left column figures are shown in meridian plane and equatorial plane. The right column plots show positions in $x$-axis and $y$-axis versus time.
Figure 5.15: These plots display the electric field, the magnetic moment $\mu$, energy and chaos parameter $\kappa_{BZ}$ versus time. The electric field is the Gaussian distribution calculated from equation 5.5.
Figure 5.16: Simple emerging flux current model is $\text{sech}(2\pi t/100)$ for the strength of the two line dipoles in equation (1). Plots show the time is 0, 8, 16 and 25 second respectively. The dipoles are below the photospheric surface at $y = -0.3L_o$ and centered at $x = \pm 0.3$ and $\pm 1.5L_o$. The maximum flux ($\mu_o I / 2\pi$) is $10^6$ wb/m
Figure 5.17: At the initial moment all particles are within the solar magnetic field. When the magnetic field starts to reconnect, particles erupt to the outer magnetic field and make a self-organized coherent structure. The size of the structure is around \(4 \times 10^{15} km^3\) with energy about \(10^{23} J\).
Figure 5.18: The particle does the mirror motion in this simple emerging current model sech(2πt/100). The top plot is in the equatorial plane (z = 0); the bottom one is in the Midnight Meridian (y = 0).
Chapter 6

Results and Conclusions

The objective of this thesis was to look for the energy gain mechanism of a charged particle drifting in the geomagnetic tail under different electric fields. This may also be stated as searching for the acceleration region of the charged particles. In Chapter 4 the chaos parameter $\kappa_{BZ}$ has the strong variations when the magnetic moment $\mu$ is not conserved. Guiding center approximations work before and after the particles cross the neutral sheet. Under the good adiabatic condition the chaos parameter $\kappa_{BZ}$ is larger than 2. The magnetic moment $\mu$ is not constant and the chaos parameter $\kappa_{BZ}$ drops below 2 when the particles cross the neutral sheet. We can use the standard map to know the change of the magnetic moment $\mu$ over long time. These considerations lead to an estimate of the energy which is released into the ring current.

In Chapter 5 the ions spend 30 minutes drifting close to the Earth around $5R_E$ and gain the energy around $50keV$ wherever particles start to drift from the north lobe, the south lobe or the current sheet at the same $yz$ plane in the geotail when the constant electric field $E_y = 1mV/m$. The
particles drift to the evening sector and start to release the energy into ring current. The particles release around 10keV into the ring current under the constant electric field 1mV/m. The magnetic moment \( \mu \) changes when the particles cross the neutral sheet. Then the particles drift to the noon side of the Earth.

The different electric field models can influence how much energy ions gain or drop. Under a variable electric field from equation (5.5), the ions starting to drift from the geotail drift to the dusk sector of the Earth. Then ions pass the dusk area and drift slowly in the noon area and then drift back to the geomagnetic tail region through the dawn side of the Earth. The particles gain the energy around 50keV. The particles release the energy around 5keV as they float in the noon area. When the particles drift in the noon side the energies of particles do not change sharply. The particles drift back to the near-tail area of the Earth’s magnetosphere. The particles gain and release the energy until the particles enter the Earth’s ionosphere. A future project would be to launch ensembles of particles and attempt to predict the fraction that enter the ionosphere.

In section 5.4, I use the coronal magnetic field to simulate the charged particle motion in the atmosphere of the Sun. It is difficult to estimate the dissipated energy in a short time scale because of the Reynolds number \( R_m \gg 1 \). The solar particle within the corona performs the gyromotion and mirrors
back to the coronal magnetic configuration. This orbit is similar to the particle orbits in the Earth’s geotail. The solar particles possess the giant energies as drifting away the Sun with coronal mass ejections. Through quick reconnection of the coronal magnetic field the particles in the corona are released into the space along with the spiral motion. Reconnection model is applied to numerical simulation in the solar flares and magnetospheric substorms.

In future work the behaviors of large ensembles of particles are needed. This thesis aims to show the prototype behavior of interesting particles by studying single charged particle orbits. We can employ parallel computing methods to estimate the behaviors of clouds of particles responding to the time dependent geotail fields at the same moment.
Appendices
Appendix A

Coordinate Transformation

Matrix arithmetic can be used to transfer coordinate as described by Russell [20]. We can transform from either GSE to GSM coordinate or from GSM to GSE coordinate. Each vector $\mathbf{X}_2$ can be transferred into $\mathbf{X}_1$ through transformation matrix $\mathbf{A}$ such that $\mathbf{X}_1 = \mathbf{A}\mathbf{X}_2$. This formula can be written as follow:

$$
\begin{bmatrix}
  x_1 \\
  y_1 \\
  z_1 
\end{bmatrix} =
\begin{bmatrix}
  a_{11} & a_{12} & a_{13} \\
  a_{21} & a_{22} & a_{23} \\
  a_{31} & a_{32} & a_{33}
\end{bmatrix}
\begin{bmatrix}
  x_2 \\
  y_2 \\
  z_2 
\end{bmatrix}
$$

(A.1)

Therefore, this question is simplified into a linear algebra question. There are several benefits using this method:[10]

1. It increases the calculating speed when doing the transformation of coordinates because there are three equations and three unknowns. It doesn’t need to calculate trigonometric functions.

2. Transpose of transformation matrix $(\mathbf{A}^T)$ is easily found. The inverse matrix $(\mathbf{A}^{-1})$ is also simply calculated. It is simple to utilize the calcu-
lations of linear algebra because axes of coordinate systems are linear independent respectively.

3. Transformation matrix can be decomposed into at least two matrices. On the other hand, it can be transferred into transitional matrix. For example, system A transferred into system C could be applied by an intermediate system B. This method is to multiply two matrices to get a transformation matrix \( A_{ac} = A_{ab}A_{bc} \).

New X, Y and Z axes can be written in the old coordinate in equation (A.1) above

\[
X = (a_{11}, a_{12}, a_{13}) \\
Y = (a_{21}, a_{22}, a_{23}) \\
Z = (a_{31}, a_{32}, a_{33}).
\]
Appendix B

Model Fitting to Data Based Models

Using the least squares solution can find the estimate parameters when
the values minimize residuals by making their sum a minimum. Parameters
are chosen to minimize the following performance index $\varepsilon$, which is the sum
of squares of deviations:

$$
\varepsilon = \sqrt{\sum_{i=1}^{n} ((B_{x}^{C} - B_{x}^{T})^2 + (B_{z}^{C} - B_{z}^{T})^2)},
$$

(B.1)

for $n$ samples of the original satellite data or the synthesized satellite data
contained in the Tsyganenko 96 model values that parameter is the datum.
In equation (B.1) $B_{x,z}^{C}$ is the CCM model field and $B^{T}$ the data taken from
Tsyganenko 96 model. We re-express the CCM as:

$$
B_{x}^{C} = A_1 - 2A_3 \frac{xz}{(x^2 + z^2)^2},
$$

(B.2)

$$
B_{z}^{C} = A_2 + A_3 \frac{x^2 - z^2}{(x^2 + z^2)^2},
$$

(B.3)
in terms of the components $A_1 = B'_{x}, A_2 = B_{n}$ and $A_3 = B_{o}r_{o}^2$ where
$A=(A_1, A_2, A_3)$ from the parameter vector describing the state of the geotail.
In equation (B.1) $n$ is the number of data points taken from the Tsyganenko
96 model to determine \( A_1, A_2 \) and \( A_3 \). Superscripts C and T mean Constant Current Model and Tsyganenko 96 model respectively. \( B_x^T \) and \( B_z^T \) are given through Tsyganenko 96 model or space flight data if available. In order to minimize the error function \( \varepsilon \), it is necessary to satisfy two conditions as follows:

\[
\frac{\partial \varepsilon}{\partial A_i} = 0 \quad \text{The equation gives the determinant set of equation for } A_i. \quad \text{But it is still needed to look at the second derivatives to identify whether this solution set is minimum or not.}
\]

\[
|\frac{\partial^2 \varepsilon}{\partial A_i \partial A_j}| > 0 \quad \text{Larger than zero means positive definite. It implies this solution set is the minimum of } J. \]

Taking the derivative of error function \( \varepsilon \) with respect to \( A_i \) we find the minimum error conditions

\[
\frac{\partial \varepsilon}{\partial A_1} = A_1 \sum_{i=1}^{n} z^2 - 2A_3 \sum_{i=1}^{n} \frac{xz^2}{(x^2 + z^2)^2} - \sum_{i=1}^{n} B_x^T z = 0 \quad \text{(B.4)}
\]

\[
\frac{\partial \varepsilon}{\partial A_2} = A_2 \sum_{i=1}^{n} 1 + A_3 \sum_{i=1}^{n} \frac{x^2 - z^2}{(x^2 + z^2)^2} - \sum_{i=1}^{n} B_z^T = 0 \quad \text{(B.5)}
\]

\[
\frac{\partial \varepsilon}{\partial A_3} = A_1 \sum_{i=1}^{n} \frac{-2xz^2}{(x^2 + z^2)^2} + A_2 \sum_{i=1}^{n} \frac{x^2 - z^2}{(x^2 + z^2)^2} + A_3 \sum_{i=1}^{n} \frac{1}{(x^2 + z^2)^2} - \sum_{i=1}^{n} \frac{-2B_x^T x z}{(x^2 + z^2)^2} - \sum_{i=1}^{n} \frac{B_z^T (x^2 - z^2)}{(x^2 + z^2)^2} = 0. \quad \text{(B.6)}
\]
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There are three equations and three unknowns. It can be rewritten as \( \mathbf{T} \mathbf{X} = \mathbf{Q} \), where \( \mathbf{X} = (A_1, A_2, A_3) \). \( \mathbf{T} \) is the 3 \times 3 matrix composed of the coefficients of \( A_1, A_2 \) and \( A_3 \). Therefore, the optimal value of \( A_1, A_2 \) and \( A_3 \) can be estimated by linear algebra. The curvature \( \varepsilon'' \) can be written as:

\[
\frac{\partial^2 \varepsilon}{\partial A_i \partial A_j} = \begin{bmatrix}
\sum_{i=0}^{n} \frac{x^2}{(x^2+z^2)^2} & 0 & \sum_{i=0}^{n} \frac{-2xz}{(x^2+z^2)^2} \\
0 & n & \sum_{i=0}^{n} \frac{x^2-z^2}{(x^2+z^2)^2} \\
\sum_{i=0}^{n} \frac{-2xz}{(x^2+z^2)^2} & \sum_{i=0}^{n} \frac{x^2-z^2}{(x^2+z^2)^2} & \sum_{i=0}^{n} \frac{1}{(x^2+z^2)^2}
\end{bmatrix},
\]

where \( n \) means there are \( n \) data points. \( \varepsilon'' \) is larger than zero at each point in the night-side region. For data obtaining from Tsyganenko 96 model with parameters \( P_{d\psi n} = 3.0 \) nT, \( D_{st} = -50 \) nT, \( B_{Y}^{L MF} = 0.0 \) nT, \( B_{Z}^{L MF} = 10.0 \) nT, the setting parameters of Constant Current Model are \( B_{x}^{l} \approx 14.671 \) nT(\( R_{E} \)), \( B_{n} \approx -0.0001021 \) nT and \( B_{o} = 6579.6 \) nT(\( R_{E} \))^2. Constant Current Model in figure 3.1 comes from model-fitting of Tsyganenko 96 model in the top plot of figure 3.1. With these parameters at (-5.0, 0.0, 1.0) the \( \varepsilon \) is 122.1 and \( \varepsilon'' \) are

\[
\begin{bmatrix}
1 & 0 & 0.015 \\
0 & 1 & 0.036 \\
0.015 & 0.036 & 0.0015
\end{bmatrix}.
\]
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