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Chapter 1

INTRODUCTION

The recent understanding that simple dynamical systems with few degrees of freedom can exhibit chaotic behavior, is changing the way we approach problems that would traditionally have been considered too complicated for analytical study and tractable only by a statistical approach in which the relevant transport coefficients would be phenomenological. We are now justified to assume that, at least the qualitative features of these complicated systems, can be well approximated by simple, low degree of freedom dynamical systems that are more amenable to analytical techniques at our disposal. Here we study two such simple systems. They represent well known and quite distinct problems of plasma theory, and yet both the mechanism that determines their macroscopic behavior and the mathematical techniques we use to analyze them are remarkably similar.

In Part I we study particle transport in two drift waves. Single particle motion in one drift wave is integrable and has been solved analytically (Horton, 1981). The phase space consists of an infinite two-dimenentional lattice of counterrotating rolls separated by a separatrix (Fig. 2.1). The particles cannot cross the separatrix so that any given particle is confined to motion within a single roll. We can, without loss of generality, assume that the amplitude of the second wave is smaller than the first, transform to a frame in which
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the large wave is stationary, and treat the small one as a perturbation. The hamiltonian is no longer time independent and energy is no longer conserved, so a particle is no longer confined to a single roll. The change in the energy of a particle that moves close to the separatrix from the vicinity of one X-point to the next is given by
\[ \Delta H = \int_{-T/2}^{T/2} \frac{dH}{dt} \, dt \]
where \( T \) is the particle's period of oscillation around the O-point. We will see that most of the contribution to \( \Delta H \) comes from a short interaction time around \( t = 0 \). The particle motion is therefore regular most of the time, except for a small 'kick' the particle receives at the midpoint of its trajectory. We calculate the magnitude of the kick, which depends on the relative phase of the two oscillations around the O-point and around the time torus at the time of the kick, and relate the particle motion near the separatrix to the standard map.

In Part II we study collisionless magnetic reconnection by considering single particle motion in the simplest tearing mode configuration. Since most of the measurements in the plasma collisionless regime come from the geomagnetic tail, we chose a magnetic field configuration that closely parallels that of the magnetotail, given by
\[ B_x = B_0 \tanh \left( \frac{x}{a} \right) \]
\[ B_z = B_0 b + B_0 \psi_0 k \sin(kx)e^{\gamma t} \]
\[ E_y = B_0 \psi_0 \frac{\gamma}{c} \cos(kx)e^{\gamma t} \]
where \( x \) is the earthward direction, \( z \) is northward and \( y \) is from dawn to dusk (Fig. 3.1). The parameter \( \psi_0 \) is the amplitude of the tearing mode, \( k \) its wavenumber, \( \gamma \) its growth rate, and \( a \) is the scale length over which the horizontal field reverses direction.
For the tearing instability we need some form of dissipation. In resistive MHD theory (Furth et. al. 1963) the dissipation is provided by Coulomb collisions. In the collisionless regime in which we are interested, we have to find some other mechanism to provide the dissipation. In an analysis very similar to that in Part I, we see that the particle magnetic moment, which is adiabatically conserved outside the reversal layer, changes value in small increments as the particle crosses the reversal layer. For $\kappa > 1$, where

$$\kappa = b \sqrt{\frac{a}{\rho_0}}$$

with $\rho_0$ the particle gyroradius in the asymptotic field, we can calculate the change in the magnetic moment in half a particle bounce period

$$\Delta \mu = \int_{-T_s/4}^{T_s/4} \frac{d\mu}{dt} dt.$$

The functional form of the result is very similar to that for the change in the particle energy $\Delta H$ in Part I. The process is equivalent to velocity-space diffusion and can be used as an effective dissipation for the tearing instability (Büchner and Zelenyí, 1986, 1987). The effective collisionless dissipation arises from the scattering of the electrons out of the direction of acceleration of the applied electric field.

We see therefore that two different physical problems can be modeled by similar, simple dynamical systems which, although they are strictly hamiltonian, can exhibit behavior similar to collisional systems. We exploit that similarity to develop methods that either describe anomalous transport from $E \times B$ motion or provide the collisionless dissipation necessary for magnetic reconnection instability.
Part I

STOCHASTIC TRANSPORT
IN TWO DRIFT WAVES
Chapter 2

THE HAMILTONIAN FOR DRIFT WAVES

Drift wave instabilities arising from plasma density gradients provide a possible mechanism for anomalous particle transport across field lines in magnetic confinement devices. These instabilities, whose characteristic frequencies are much lower than the electron or ion gyrofrequency, move particles across field lines via the $\vec{E} \times \vec{B}$ drift. Test particle motion in a single drift wave is integrable and can only produce localized convective motion inside a cell with no net transport (Horton, 1981), but if a second wave with a different phase velocity is introduced, particle motion becomes stochastic and particles can move from cell to cell in a diffusion-like process.

The first attempts to evaluate the effective diffusion coefficient were based on quasilinear theory (e.g. Kadomtsev, 1965) but were unrealistic in their prediction that only the zero frequency component of the spectrum can cause net transport. Dupree, (1967) did a nonlinear calculation of the effective diffusion coefficient and found that it scales linearly with the amplitude of the electrostatic fluctuations. Horton, (1985) also studied single particle motion in a two wave system and derived the corresponding Chirikov-overlap criterion for the onset of stochasticity. Recently Kleva and Drake, (1984) conducted an extensive numerical study of stochastic particle motion in a two wave system. Here we review briefly the one wave system, derive an expression for the effective diffusion coefficient in terms of the perturbing wave parameters and
compare our predictions with numerical simulations.

In Section 2.1 we give a brief account of test particle hamiltonian motion in a single wave. In Section 2.2 we introduce a second wave to the system. The hamiltonian becomes time dependent and particle motion becomes stochastic. We calculate the change in energy of the particle as it moves close to the separatrix from the vicinity of one X-point to the next and relate particle motion to the standard map.

2.1 The Unperturbed System; One Wave.

The equations of motion for the guiding center of an ion or trapped electron with $\omega \gg k_\parallel v_\parallel$ that is $\vec{E} \times \vec{B}$ drifting in an electric field given by the electrostatic potential $\phi(x,y,t)$ are

$$\frac{dx}{dt} = -\frac{cT_e}{eB} \frac{\partial \phi}{\partial y}$$
$$\frac{dy}{dt} = \frac{cT_e}{eB} \frac{\partial \phi}{\partial x}$$

(2.1)

where $T_e$ is the electron thermal energy (Horton, 1981). Here $\phi$ is measured in units of $T_e/e$. We are considering a slab geometry, in which the $x$-direction would correspond to the radial direction in a Tokamak, while the $y$-direction is in the $\hat{z} \times \hat{b}$ direction and corresponds to the poloidal direction in the limit $B_\theta/B_\phi = \epsilon/q \ll 1$. The above equations of motion are equivalent to a hamiltonian system with hamiltonian $H(x,y,t) = (cT_e/eB)\phi$ where $y$ is the canonical position and $x$ the canonically conjugate momentum. For an electrostatic potential with one wave, $\phi$ is given by

$$\phi = -\frac{eE_r}{T_e}x + a \sin(k_1x) \cos[q_1(y - v_1t)]$$

(2.2)
where $E_r$ is the radial electric field, $a$ the wave amplitude measured in units of the electron temperature, and $v_1$ its velocity in the (poloidal) $y$-direction. The wave is stationary in the (radial) $x$-direction. Substituting $\phi$ into the hamiltonian we obtain

$$H = -\frac{cE_r}{B} x + \frac{caT_e}{eB} \sin(k_1 x) \cos[q_1 (y - v_1 t)]$$

$$\dot{x} = -\frac{\partial H}{\partial y} = \frac{caT_e}{eB} q_1 \sin(k_1 x) \sin[q_1 (y - v_1 t)] + \frac{caT_e}{eB} k_1 \cos(k_1 x) \cos[q_1 (y - v_1 t)]. \tag{2.3}$$

It is convenient to transform to a frame moving with the wave, so that the hamiltonian becomes time-independent. To do this we use the generating function $F_2(x', y, t) = x'(y - v_1 t)$ which gives

$$x' = \frac{\partial F_2}{\partial y} = x$$

$$y' = \frac{\partial F_2}{\partial x'} = y - v_1 t$$

$$H' = H + \frac{\partial F_2}{\partial t}$$

so that in the new canonical coordinates

$$H = -\left(\frac{cE_r}{B} + v_1\right) x + \frac{caT_e}{eB} \sin(k_1 x) \cos(q_1 y)$$

$$\dot{x} = \frac{caT_e}{eB} q_1 \sin(k_1 x) \sin(q_1 y) + \frac{caT_e}{eB} k_1 \cos(k_1 x) \cos(q_1 y) \tag{2.4}$$

where we have dropped the primes in the new coordinates. If we introduce the dimensionless variables

$$x' = k_1 x \quad y' = q_1 y$$

$$\tau = \omega_E t = Ak_1 q_1 t \quad A = \frac{cT_e}{eB}$$
\[ H' = \frac{H}{A} \quad u = -\frac{1}{ak_1} (v_1 - v_E) \quad v_E = -\frac{cE_r}{B} \]

we finally obtain

\[ H = ux + \sin x \cos y \]

\[ \dot{x} = \sin x \sin y \quad (2.5) \]

\[ \dot{y} = u + \cos x \cos y \]

where we have again dropped the primes from the new variables. Time derivatives are taken with respect to \( \tau = \omega_E t \), where \( \omega_E \) is the particle's linear frequency around the O-point. We will henceforth refer to Eqs. 2.5 as the unperturbed system. As mentioned earlier one wave cannot by itself induce anomalous transport, although it can enhance any residual collisional diffusion already present (Rosenbluth et. al., 1987). We will therefore add later a second wave to the system as a perturbation and study its effect on the transport properties of 2.5.

The fixed points of the system are obtained by setting \( \dot{x} = \dot{y} = 0 \) and, for \( |u| < 1 \), they are given by

\[ x_0 = n\pi \]

\[ y_0 = 2m\pi \pm \cos^{-1} \left[ (-1)^{n+1}u \right] \quad X - points \]

\[ x_0 = 2m\pi \pm \cos^{-1} \left[ (-1)^{n+1}u \right] \]

\[ y_0 = n\pi \quad O - points \]

(2.6)

where \( m \) and \( n \) are integers. Expanding around the fixed points we get

\[ \bar{x} = \bar{x}_0 + \delta \bar{x} e^{\pm \sqrt{1-u^2} \tau} \quad X - point \]

\[ \bar{x} = \bar{x}_0 + \delta \bar{x} e^{\pm i \sqrt{1-u^2} \tau} \quad O - point \]

(2.7)
so that the linear frequency of oscillations around the elliptic fixed points is

\[ \frac{\omega_0^b}{\omega_E} = \sqrt{1 - u^2} \]  

(2.8)

while the linear rate of divergence from the hyperbolic fixed point along the unstable manifold is

\[ \frac{\lambda_0}{\omega_E} = \sqrt{1 - u^2} \]  

(2.9)

The parameter \( u = -(v_1 - v_E)/ak_1 \) is the trapping parameter. We distinguish the following cases according to the value of \( u \) (cf. Fig. 2.1).

For \( u < -1 \) all orbits are open and the particles are streaming in the \(-y\)-direction (cf. Fig. 2.1-a).

For \( u = -1 \) fixed points appear at \((2n\pi, 2m\pi)\) and \([(2n+1)\pi, (2m+1)\pi)\) (points A and E in Fig. 2.1-a). The fixed points are neither elliptic nor hyperbolic; \( \dot{x} = \dot{y} = 0 \) in first order away from the fixed points.

For \(-1 < u < 0\) a pair of X-points and a pair of O-points bifurcate from the fixed points A and E. The X-points move vertically and the O-points horizontally away from the center (cf. Fig. 2.1-b). Trapped-particle regions are formed.

For \( u = 0 \) the X- and O-points form a regular lattice. The whole of phase space is enclosed in the trapped regions (cf. Fig. 2.1-c).

For \( 0 < u < 1 \) the X-points continue to move vertically and the O-points horizontally (cf. points B, D, G and H in Fig. 2.1-d). A new streaming region appears.

For \( u = 1 \) the X- and O-points merge again into a single fixed point. In Fig. 2.1-d points B, D, K and L will all merge at point C.
Figure 2.1: Phase space plot for the unperturbed hamiltonian. a) $u = -1.5$  
b) $u = -0.5$  
c) $u = 0$  
d) $u = 0.5$. 

For $u > 1$ all the particles are streaming in the $+y$-direction.

The equation of the separatrix can be obtained by noting that at an X-point $H_s = nu\pi$. Substituting this into 2.5 we get

$$nu\pi = ux + \sin x \cos y$$

(2.10)

which is the equation of the separatrix. If we now choose a new set of coordinates with origin at the point $(n\pi, m\pi)$ (eg. point C or E in Fig. 2.1) so that $x = n\pi + x'$ and $y = m\pi + y'$, the equations of motion 2.5 give

$$\dot{x}' = (-1)^{n+m} \sin x' \sin y'$$
$$\dot{y}' = u + (-1)^{n+m} \cos x' \cos y'$$

(2.11)

and the equation of the separatrix 2.10 gives

$$ux' + (-1)^{n+m} \sin x' \cos y' = 0.$$  

(2.12)

If we now substitute 2.12 into 2.11 we obtain

$$\dot{x} = \pm \sqrt{\sin^2 x - u^2 x^2}$$
$$\dot{y} = u - ux \cot x$$

(2.13)

where we have dropped the primes in the new coordinates. Eqs. 2.13 are the equations of motion for a particle moving along the separatrix. For the straight-line part of the separatrix (A–F in Fig. 2.1-d) we have $x = n\pi$ which gives

$$\dot{x} = 0$$
$$\dot{y} = u + (-1)^{n+m} \cos y$$

which can be integrated to give

$$\tan \left( \frac{y}{2} \right) = \frac{(-1)^{n+m} + u}{\sqrt{1 - u^2}} \tanh \left( \frac{\sqrt{1 - u^2}}{2} \tau \right).$$

(2.14)
Eq. 2.14 is the equation of motion of the particle along the straight-line part of the separatix. For \( u > 0 \) the centers of the long part of the separatix (point E in Fig. 2.1) are given by \( n + m = 2q \). We then have

\[
\begin{align*}
\tau = 0 & \quad \rightarrow \quad y = 0 \quad \rightarrow \quad \text{E} \\
\tau \to \infty & \quad \rightarrow \quad \frac{y}{2} = \tan^{-1} \left( \frac{1 + u}{1 - u} \right) = \frac{\cos^{-1}(-u)}{2} \quad \rightarrow \quad \text{D} \\
\tau \to -\infty & \quad \rightarrow \quad \frac{y}{2} = -\tan^{-1} \left( \frac{1 + u}{1 - u} \right) = -\frac{\cos^{-1}(-u)}{2} \quad \rightarrow \quad \text{F}
\end{align*}
\]

which gives a motion in the +y-direction, in agreement with the sign of \( \dot{y} \) from 2.5. Similarly we see that the direction of motion through the point \( n + m = 2q + 1 \) (point C in Fig. 2.1) is in the -y-direction. For \( u < 0 \) the short and long parts of the separatix are interchanged, but the direction of the motion through points C and E remains unchanged (cf. Fig. 2.1).

We finally estimate the fractional area occupied by the islands. From the equation of the curved part of the separatix (Eq. 2.12 with \( n + m = 2q + 1 \) if \( u > 0 \), \( n + m = 2q \) if \( u < 0 \)) we see that

\[
y = \pm \cos^{-1} \left( \frac{|u|x}{\sin x} \right)
\]

so that the fractional area occupied by an island is given, in units of \( \pi^2 \), by

\[
A(u) = \frac{2}{\pi^2} \int_0^x dx \cos^{-1} \left( \frac{|u|x}{\sin x} \right)
\]

(2.16)

where \( x_m \) is given by \( y = 0 \), i.e. by \( \sin x_m + ux_m = 0 \). The integral is very closely given by \( A(u) = 1 - u^{0.6} \) (cf. Fig. 2.2) throughout the range \( 0 < |u| < 1 \). The integral \( A(u) \) is the action bounded by the separatix orbit. It is the maximum action for the \( \vec{E} \times \vec{B} \) trapped particles. For \( u \to 0 \) all orbits are trapped.
2.2 The Two Wave System.

We will now add a second wave to the electrostatic potential $\phi$ and treat it as a perturbation. The potential (Eq. 2.2) now becomes

$$
\phi = -\frac{eE_r}{T_e} x + a_1 \sin(k_1 x) \cos(q_1(y - v_1 t)) \\
+ a_2 \sin(k_2 x + \alpha) \cos(q_2(y - v_2 t) + \beta) \tag{2.17}
$$

with $a_2 < a_1$. We can again transform into the frame of wave-1 to obtain

$$
H = -\left(\frac{E_r c}{B} + v_1\right) x + a_1 \frac{cT_e}{eB} \sin(k_1 x) \cos(q_1 y) \\
+ a_2 \frac{cT_e}{eB} \sin(k_2 x + \alpha) \cos(q_2 [y - (v_2 - v_1)t] + \beta). \tag{2.18}
$$

If we now put

$$
-\frac{E_r c}{B} - v_1 = V_E - v_1 = u
$$
\[a_1 \frac{cT_e}{eB} = A_1, \quad a_2 \frac{cT_e}{eB} = A_2\]

and then use the transformation

\[k_1 x = x', \quad q_1 y = y', \quad A_1 k_1 q_1 t = \omega_E t = \tau\]

we obtain

\[
\begin{align*}
H & = u x + \sin x \cos y + \epsilon \sin(kx + \alpha) \cos[q(y - v\tau) + \beta] \\
\dot{x} & = \sin x \sin y + \epsilon q \sin(kx + \alpha) \sin[q(y - v\tau) + \beta] \\
\dot{y} & = u + \cos x \cos y + \epsilon k \cos(kx + \alpha) \cos[q(y - v\tau) + \beta]
\end{align*}
\]

(2.19)

where

\[
\begin{align*}
k & = \frac{k_2}{k_1} \quad q = \frac{q_2}{q_1} \\
\epsilon & = \frac{A_2}{A_1} \\
H' & = \frac{H}{A_1 k_1} \\
u' & = \frac{u}{A_1 k_1} \quad v = \frac{v_2 - v_1}{A_1 k_1}
\end{align*}
\]

and we have dropped the primes in the new variables and parameters.

The one wave system in Sec. 2.1 has only one parameter, \(u\), while the two wave system has five independent parameters, \(u\), \(\epsilon\), \(k\), \(q\) and \(v\). We will henceforth consider 2.19 to be the full system and treat the \(\epsilon\) term as a perturbation, so we will only consider \(\epsilon < 1\). This does not limit the generality of our treatment however, since if \(\epsilon > 1\) we can interchange indices 1 ↔ 2 in the equation for the potential 2.17 and proceed as before. The equation we will obtain will be identical to 2.19 with

\[
\begin{align*}
x' & = k x + \alpha \\
y' & = q y + \beta \\
\epsilon' & = \frac{1}{\epsilon} \quad k' = \frac{1}{k} \quad q' = \frac{1}{q}
\end{align*}
\]
\[
\alpha' = \frac{-\alpha}{k} \quad \beta' = \frac{-\beta}{q} \quad \tau' = \epsilon q \tau
\]
\[
v' = \frac{u - v}{\epsilon k} \quad v' = \frac{-v}{\epsilon k}
\]

where the primes denote the new quantities.

### 2.2.1 Motion Near the Separatrix

The introduction of the perturbation will cause the particle motion near the separatrix to become stochastic. A particle moving along the straight-line part of the separatrix (e.g., from point F to point D in Fig. 2.1) will closely follow the streamlines of the unperturbed system until it reaches point E, in the vicinity of which it will receive a 'kick' (see Appendix A) that will change its energy and will place it on a different streamline, which the particle will follow until the next 'kick', and so on. The magnitude of the change in the energy of a particle as it moves from the vicinity of one X-point to the next is given by

\[
\Delta H = \int_{-T/8}^{T/8} \frac{dH}{d\tau} d\tau
\]
\[
= \epsilon \Omega \int_{-T/8}^{T/8} \sin(kx(\tau) + \alpha) \sin[qy(\tau) - \Omega \tau + \beta] d\tau \quad (2.20)
\]

where \( T = 2\pi/\omega(H) \) is the period of a particle with energy \( H \) around the O-point, \( \Omega = qv \) is the frequency of the perturbation, and we are integrating along the particle trajectory.

For the curved part of the separatrix the integral in Eq. 2.20 is two-dimensional and is hard to evaluate. For trajectories close to the straight-line part of the separatrix however, we can approximate \( x(\tau) \) and \( y(\tau) \) in the expression for \( \Delta H \) by

\[
x = \pi n
\]
\[ y = m\pi + y_{sz}(\tau) \]

where \( y_{sz} \) is given by Eq. 2.14. Since \( T \to \infty \) for trajectories close to the separatrix, we can extend the limits of integration to infinity to obtain

\[ \Delta H \approx \varepsilon \Omega \sin(\pi k + \alpha) \int_{-\infty}^{\infty} \sin(qy_{sz} - \Omega\tau + \beta) \, d\tau \tag{2.21} \]

in effect substituting the trajectory of a particle near the separatrix by the unperturbed separatrix orbit itself, which is called a homoclinic orbit.

With \( y_{sz} \) given by Eq. 2.14 the integral in 2.21 is rather complicated and is analyzed approximately in Horton (1985) by using stationary phase integration. We will follow a slightly different approach here. First we note that, for \( u = 0 \), the homoclinic orbit is \( y_{sz} \approx y_{sz}' = 2 \tan^{-1}(e^\tau) - \pi/2 \). For \( u > 0 \) the approximation breaks down because

\[ \lim_{\tau \to \pm \infty} y_{sz} = \pm \cos^{-1}(-u) \]

while

\[ \lim_{\tau \to \pm \infty} y_{sz}' = \pm \frac{\pi}{2}. \]

This suggests that we use

\[ y_{sz}(\tau) \approx \frac{\cos^{-1}(-u)}{\pi/2} y_{sz}'(\tau) \tag{2.22} \]

as an approximation to \( y_{sz} \) in 2.21. Numerical calculations show that \( y_{sz}' \) and \( y_{sz} \pi/[2 \cos^{-1}(-u)] \) are in very good agreement throughout the range \(-1 < u < 1\) as shown in Figs. 2.3 and 2.4. Indeed, if we also evaluate the integral in Eq. 2.21 numerically, first with \( y(\tau) = y_{sz} \) and then with \( y(\tau) = [2 \cos^{-1}(-u)/\pi] y_{sz}' \), we see that the agreement is even better throughout the range \(-1 < u < 1\) (cf. Fig. 2.5). This was expected since most of the contribution in \( \Delta H \) comes from a short interaction time around \( \tau = 0 \) (see Appendix A).
Figure 2.3: Comparative plots of $y_{xx}$ and $y'_{x}$ as functions of $\tau$. The solid line is $y(\tau) = 2y'_{xx}$, the dashed line is for $y(\tau) = y_{xx}/\cos^{-1}(-u)$. a) $u = 0.20$, b) $u = 0.50$, c) $u = 0.70$, d) $u = 0.99$. 
Figure 2.4: Comparative plots of the integrand $F(u, \tau)$ of Eq. 2.21. The solid line is calculated using $y(\tau) = y_{xz}$, the dashed line using $y(\tau) = [2 \cos^{-1}(-u)/\pi]y_{xz}$. a) $u = 0.20$, b) $u = 0.50$, c) $u = 0.70$, d) $u = 0.99$. 
Figure 2.5: The integral of Eq. 2.21. The jump in the oscillations is $\Delta H$. The solid line was evaluated with $y(\tau) = y_{zz}$, the dashed line with $y(\tau) = [2 \cos^{-1}(-u)/\pi] y'_{zz}$. a) $u = 0.20$, b) $u = 0.50$, c) $u = 0.70$, d) $u = 0.99$. 
where the agreement between the two expressions is closest (cf. Fig. 2.3). We can therefore substitute \([2 \cos^{-1}(-u)/\pi]y_{ex}'\) instead of \(y_{ex}\) in Eq. 2.21 and define

\[
s = 2q \frac{\cos^{-1}(-u)}{\pi} \tag{2.23}
\]

to obtain

\[
\Delta H \approx \epsilon \Omega \sin(k\pi + \alpha) \int_{-\infty}^{\infty} \sin \left(\frac{1}{2} s y_{ex}^{ch} - \Omega \tau + \beta\right) d\tau \\
= \epsilon \Omega \sin(k\pi + \alpha) \sin \beta \int_{-\infty}^{\infty} \cos \left(\frac{1}{2} s y_{ex}^{ch} - \Omega \tau\right) d\tau \\
= \epsilon \Omega \sin(k\pi + \alpha) A_s(\Omega) \sin \beta \tag{2.24}
\]

where \(y_{ex}^{ch} = 2y_{ex}'\) and we have used the fact that \(y_{ex}^{ch}\) is odd in \(\tau\). \(A_s(\Omega)\) is called the Melnikov-Arnold integral. For \(s \in \mathcal{R}\) an approximate value for the integral is given by Chirikov, (1979):

\[
A_s(\Omega) \approx \frac{4\pi}{\Gamma(s)} (2\Omega)^{s-1} e^{-\Omega \pi/2} \quad \Omega > s. \tag{2.25}
\]

We can also evaluate the integral by the method of steepest descent (see Appendix A) to obtain

\[
A_s(\Omega) \approx 2 \left[\frac{2\pi}{\Omega \sqrt{1 - R^2}}\right]^{1/2} \cos \left[\frac{\cos^{-1} R}{R} - \ln \gamma\right] \Omega - \frac{\pi}{4} \quad \Omega < s \tag{2.26}
\]

where \(R = \Omega/s\) and \(\gamma = R/(1 - \sqrt{1 - R^2})\). These two approximate expressions for \(A_s(\Omega)\) are compared with numerical calculations of the exact integral in Figs. 2.6 and 2.7 for different values of \(s\).

There are two points that should be mentioned here. One is that \(\Omega\), which is the frequency of the Hamiltonian, i.e. the frequency of going around the time torus, is given by \(\Omega = q_2(v_2 - v_1)/\omega_E = \omega_2/\omega_E\), which is the ratio of the frequency of the second wave in a frame moving with the first, over the frequency of linear oscillations around the O-point. The other point is that
Figure 2.6: $A_s(\Omega)$ is plotted against $\Omega$ for different values of $s$. The solid line is the exact integral. The dashed line is the integral with $y(\tau) = (\cos^{-1}(-u)/\pi)y_{\tau}$'. The dotted line is the expression in Eq. 2.25, which is only a good approximation to $A_s(\Omega)$ for $\Omega > s$. It is in excellent agreement with the exact value for $\Omega > s$ (a, b) and fails as expected for $\Omega < s$ (c, d).
Figure 2.7: $A_s(\Omega)$ is plotted against $\Omega$ for different values of $s$. The solid line is the exact integral. The dashed line is the integral with $y(\tau) = (\cos^{-1}(-u)/\pi)y_{\tau r}^{ch}$. The dotted line is the expression in Eq. 2.26, which is only a good approximation to $A_s(\Omega)$ for $\Omega < s$. 
Figure 2.8: plots of the phase-space (a,b) and Poincaré surface of section plots (c, d) for $k = (m\pi - \alpha)/n\pi$ (a, c) and $k \neq (m\pi - \alpha)/n\pi$ (b, d). Notice the invariant lines formed (a) and how the particles are confined between them (c).
from Eqs. 2.19 we see that, if there is an $x_0$ such that $\sin x_0 = \sin(kx_0 + \alpha) = 0$, then $\dot{x} = 0 \ \forall \tau$, and no particles can cross the line $x = x_0$ (cf. Fig. 2.8). This condition gives

\[
\begin{align*}
  x_0 &= n\pi \\
  kx_0 + \alpha &= m\pi
\end{align*}
\]  \implies k = \frac{m\pi - \alpha}{n\pi}.

(2.27)

If we now apply 2.27 to 2.24 we see that $\Delta H = 0 \ \forall \tau$. This effect is independent of the amplitude of the perturbation. So we see that, for this particular relation between $k$ and $\alpha$, the separatrix, instead of being the first to become stochastic, becomes a 'fixed line' and a barrier to particle motion. In general condition 2.27 is not satisfied in plasmas, but in simulations with only a small number of field Fourier component it could block radial motion. It is worth noting here that the existence of the condition is independent of the number of components or the type of functions in the equations of motion, the only requirement being that all components be stationary in that direction. If we had for instance

\[
\dot{x} = J_0(x)f_0(y,t) + a_1J_0(k_1x)f_1(y,t) + a_2J_0(k_2x)f_2(y,t) + \cdots
\]

and if $x_0$ is a root of the Bessel function $J_0$, then $\dot{x} = 0 \ \forall t$ and $x = x_0$ is a barrier, if $k_j = x_r/x_0$ where $x_r$ are the roots of $J_0$. Clearly the more components there are, the harder it is to satisfy all conditions simultaneously, (there is one condition for each wavenumber) but as long as all components are stationary, (all argument are time-independent) there is always a set of conditions that, if satisfied, will block motion in that direction.

2.2.2 Standard Map

We saw in the previous section that the change in the energy of the particle as it moves from the vicinity of one X-point to the next along a tra-
jectory close to the separatrix is given by

\[
\Delta H \approx 2\epsilon \pi \frac{(2\Omega)^*}{\Gamma(s)} e^{-\Omega \pi/2} \sin(k\pi + \alpha) \sin \beta \quad \Omega > s
\]

\[
\Delta H \approx 2\epsilon \left[ \frac{2\Omega \pi}{\sqrt{1 - R^2}} \right] \frac{1}{2} \cos \left[ \left( \frac{\cos^{-1} R}{R} - \ln \gamma \right) \Omega \frac{\pi}{4} \right] \sin(k\pi + \alpha) \sin \beta \quad \Omega < s
\]

(2.28)

We can also calculate the change in phase $\Delta \beta$ in one quarter-period

\[
\beta = \beta + \frac{\pi}{4} \frac{\Omega}{\omega(H)}
\]

(2.29)

where $\omega(H)$ is the frequency of motion around the O-point of a particle with energy $H$, and the bar denotes the new value (after the jump). Horton (1981) has solved the unperturbed system for $u = 0$ to obtain

\[
\omega(H) = \frac{\omega_E \pi}{2 \ln(4/H)}.
\]

(2.30)

If we now put $H = W_n + W$, where $W_n$ is a resonance of the map, given by $\bar{\beta} = \beta + 2n\pi$, then

\[
\ln \left( \frac{4}{H} \right) = \ln \left[ \frac{4}{W_n(1 + W/W_n)} \right] \approx \ln \left( \frac{4}{W_n^*} \right) - \frac{W}{W_n^*}
\]

and we have

\[
\bar{\beta} \approx \beta + \Omega \frac{\ln \left( \frac{4}{W_n^*} \right) - \frac{W}{W_n^*}}{2}
\]

(2.31)

where $\Omega = q\nu$ is the frequency of the perturbation. Since however $W_n$ is defined by

\[
\bar{\beta} = \beta + \frac{\pi}{4} \frac{\Omega}{\omega(W_n^*)} = \beta + 2n\pi
\]

(2.32)

which, using Eq. 2.30, gives

\[
\ln \left( \frac{4}{W_n} \right) = \frac{4n\omega_E \pi}{\Omega}
\]

(2.33)
we see that Eq. 2.31 becomes

\[ \bar{\beta} = \beta + 2n\pi - \frac{\Omega W}{2 W_n} \]

which is equivalent to

\[ \bar{\beta} = \beta - \frac{\Omega W}{2 W_n}. \]  \hspace{1cm} (2.34)

In deriving the last two equations we use the fact that, for the normalization we chose, \( \omega_E = 1 \).

We can now put

\[ I = -\frac{\Omega W}{2 W_n} \]

and we see that the change in energy and phase of the particle over a quarter-period is given by the standard map

\[ \bar{I} = I + K \sin \theta \]

\[ \bar{\theta} = \theta + \bar{I} \]  \hspace{1cm} (2.35)

where

\[ \theta = \beta \]
\[ I = -\frac{\Omega W}{2 W_n} \]
\[ K = \frac{\Omega ||\Delta H||}{2 W_n} \]  \hspace{1cm} (2.36)

with \( \Delta H = ||\Delta H|| \sin \beta \) given by Eq. 2.28.

We need to note here that the above expressions for the standard map are only correct for the \( u = 0 \) case where the particle receives four ‘kicks’ per cycle. For \( u \neq 0 \) the particle receives only two ‘kicks’ per period, since in the case of the open orbits the \( y \) velocity never vanishes, and in the case of the closed orbits it only vanishes at the X-points. In this case we need to make
the substitution $\Omega/2 \to \Omega$ in the above expressions to obtain the standard map description of the motion near the separatrix.

Having reduced the perturbed problem locally close to the separatrix to the standard map problem, all the theorems of the break-up of the last KAM torus at the golden mean winding number, the partial barriers of Cantori (MacKay et. al., 1984), the onset of large scale stochasticity (Escande, 1982), the scaling of the flux across the partial barriers near the critical $K$

$$\Delta W \sim (K - K_c)^{3.1}$$

(Mackay et. al., 1987, Meiss, 1986) and the approach of the diffusion coefficient

$$D_f(K) = \lim_{n \to \infty} \frac{(I_n - I_0)^2}{2n} \approx \frac{K^2}{4}$$

to the quasilinear value $K^2/4$ (Ichikawa et. al., 1984) can be applied to the present problem.

### 2.3 Stochastic Transport

We use a test particle code to measure numerically the global effective diffusion coefficient for the two-wave system. Particles are loaded at time $t = 0$ along the separatrix of the unperturbed system (cf. Fig. 2.9-a) and the running effective diffusion coefficient is given as a function of time by

$$D^*(t) = \frac{1}{n} \sum_{i=1}^{n} \frac{(x_i^2 - \langle x \rangle^2)}{2t} \quad (2.37)$$

while the global effective diffusion coefficient is given by

$$D^* = \lim_{t \to \infty} D^*(t). \quad (2.38)$$

Stochasticity quickly distorts the line (Fig. 2.9-b) and, depending on the parameter values, the particles are either distributed evenly within a stochastic layer.
around the separatrix (Fig. 2.9-c) or, if we have global stochasticity, throughout the whole phase space (Fig. 2.9-d). In either case the value of the running diffusion coefficient quickly settles to a constant value (Fig. 2.10-a and -b) and the particle distribution function is a good fit to a gaussian (Fig. 2.10-c and -d). A statistical test (the $\chi^2$ goodness-of-fit test) is also used to determine if the particle distribution is a good fit to a gaussian, and reject the values of $D^*(t)$ that came from a distribution with a bad fit.

We can also calculate a local background diffusion coefficient close to the separatrix, by noting that

$$\Delta H \approx \frac{\partial H_0}{\partial x} \Delta x + \frac{\partial H_0}{\partial y} \Delta y = \cos(n\pi)\Delta x + \sin(m\pi)\Delta y = \Delta x$$

since most of the contribution to the integral for $\Delta H$ comes from a short interaction time around the midpoint of the particle's trajectory (cf. Fig.2.5). We therefore see that the change in energy of a particle moving close to the separatrix is equivalent to a 'kick' in $x$ of magnitude $\Delta H$. We then estimate the local background diffusion coefficient to be given by

$$D = \frac{\langle (\Delta H)^2 \rangle}{2\tau_c}$$

(2.39)

where $\Delta H^2$ is averaged over the phase $\beta$. For the characteristic kick time $\tau_c$ we use

$$\tau_c = \frac{1}{2} T(\Delta H) = \frac{2}{\omega_E} \ln \left( \frac{4}{\Delta H} \right)$$

(2.40)

i.e. half the period around the O-point of a particle that is $\Delta H$ away from the separatrix, and therefore can cross the separatrix in one jump (the value of $H$ on the separatrix is zero). The background diffusion coefficient $D$ is enhanced by the unperturbed flow (Rosenbluth et. al., 1987) to give the global effective diffusion coefficient $D^*$ which is given in terms of $D$ by an asymptotic series
Figure 2.9: Poincaré surface of section plots for the two-wave system. 

a) $t = 0$  
b) $t = 0.05 \Omega^{-1}$  
c) $t = 85 \Omega^{-1}, \Omega/\omega_E = 12.5$  
d) $t = 70 \Omega^{-1}, \Omega/\omega_E = 1.6$. 
Figure 2.10: Typical plots of the running diffusion coefficient and particle distribution functions. a), c) $\Omega/\omega_E = 12.5$, b), d) $\Omega/\omega_E = 1.6$. 
whose first term is

\[ D^* = \frac{\sqrt{u\beta L D}}{\pi A(\beta)} = a\sqrt{D} \] (2.41)

Here \( u \) is the maximum velocity of the particles in the unperturbed flow, \( L \) the size of the cell, \( \beta \) the aspect ratio of the cell, and \( A(\beta) \) a numerical factor. For the flow we are considering the theoretical value of \( a \) is \( a = 1.076 \). The expansion is a good approximation to the global effective diffusion coefficient for large Peclet number \( (P = uL/D \gg 1) \), and for small kick length (see Rosenbluth et. al., 1987). We find that the theoretical value for \( D^* \) given by Eq. 2.41 agrees well with numerical simulations provided we have global stochasticity, and \( \Delta H \) is small enough.

We therefore see that a purely hamiltonian system can exhibit behaviour indistinguishable from a collisional system (the particle distribution functions in Fig.2.10 are good Gaussians, and we get a well defined diffusion coefficient). We also showed that the resemblance is more than phenomenological, since, at least for a certain range of parameters, we can model the effective global diffusion coefficient by small ‘kicks’ the particle receives as it moves close to the separatrix.
Part II

STOCHASTICITY IN COLLISIONLESS RECONNECTION
Chapter 3

COLLISIONLESS RECONNECTION AND
THE GEOMAGNETIC TAIL

A general problem of plasma theory is to predict the rate of magnetic reconnection in a collisionless plasma. We consider here the simplest geometry of a reversed magnetic field due to a plasma current sheet. In its simplest form the problem is called the Harris plasma sheet. The magnetic fusion experiments of the field reversed configuration (FRC) are its simplest laboratory realizations. The most detailed measurements however of collisionless, reactor-regime plasmas in an FRC come from the geomagnetic tail plasma sheet. Thus we have researched the collisionless reconnection regime with the idea of applying the results both to the geomagnetic tail and to the FRC.

3.1 The Magnetotail Geometry

Since Dungey (1953, 1961) posed the problem of magnetic field line reconnection in the Earth's magnetotail, a search has been on for a mechanism that would allow the release of the stored magnetic energy. A large part of that search has been directed toward the tearing mode (eg. Coppi et. al., 1966; Shindler, 1974; Galeev and Zelenyi, 1976). In the present work we use numerical results from a test particle code to elucidate some of the collisionless transport processes that take place in the tail and to help us derive analytical expressions
for the tearing mode growth rate.

The main features of the geomagnetic tail, which is similar to one half of a long FRC, are a horizontal (earthward–tailward) magnetic field which reverses direction within a thin layer of width $a$, and a small normal (northward) component (cf. Fig. 3.1). $B_0$ is the asymptotic value of the horizontal field and $B_n$ the normal component. The tail can remain in this state, called the ‘quiescent’ state, for a long time (days or even weeks), and then, suddenly, things can begin to change rapidly. $B_0$ increases, $B_n$ decreases, the reversing layer gets thinner ($a \downarrow$) and the plasma sheet temperature increases. The reversed field lines reconnect at some point downtail from the earth and a neutral line is formed. A blob of plasma, sometimes called a plasmoid, is separated from the rest of the plasma in the tail and ejected tailward (cf. Fig. 3.2). The whole process lasts 15–30 minutes, which is of the order of 200-400 Alfvén times $a/v_A$ with $v_A = B_0/(4\pi m_in_i)^{1/2}$. Taking $a \sim R_e$, where $R_e = 6380 \text{ km}$ is the Earth’s radius, we obtain $v_A \approx 1400 \text{ km/s}$.

Since the earth’s magnetotail is highly collisionless, with the collisional mean free path being $\lambda_{mfp} \approx 10^9 R_e$ (Speiser, 1987), Coulomb collisions are totally inadequate for providing the necessary dissipation for reconnection, and the reconnection time given by resistive MHD theory (Furth et. al. 1963) is several orders of magnitude too long. A collisionless Ohm’s law is therefore required.
Figure 3.1: a) The geomagnetic tail in its quiescent state. The shaded region is the region of interest. It is expanded in (b).
Figure 3.2: a) The geomagnetic tail during reconnection. b) The field configuration used in the model.
3.2 Ohm's Law

The reversed magnetic field with a reconnection mode of amplitude \( \psi_0 \) and wavenumber \( k \) is given by

\[
B_x = B_0 \tanh \left( \frac{z}{a} \right)
\]
\[
B_z = B_0 b + B_0 \psi_0 k \sin(kx)e^{\gamma t}
\]
\[
E_y = B_0 \psi_0 \frac{\gamma}{c} \cos(kx)e^{\gamma t}
\]

which is the model we are using in the present work. These fields can be derived from the flux function

\[
\psi = B_0 \left[ a \ln(\cosh(z/a)) + \psi_0 \cos(kx)e^{\gamma t} - bx \right]
\]

where the vector potential is \( \vec{A} = -\psi(x,y,z)\hat{e}_y \) and the fields are given by \( \vec{B} = \hat{y} \times \nabla \psi \) and \( E_y = (1/c)\partial_t \psi \). Here \( \psi_0 \) is the amplitude of the tearing perturbation, \( k \) its wavenumber and \( \gamma \) the growth rate. We define \( b = B_n / B_0 \) to be the ratio of the normal component to the asymptotic field. In our analysis we will treat the tearing mode and the normal field as a perturbation, so we will henceforth refer to 3.1 as the full system, while the system defined by 3.1 with \( b = \psi_0 = 0 \), which has integrable orbits, will be referred to as the unperturbed system.

For a particle of mass \( m_j \), charge \( e_j \) and thermal velocity \( v \), there are two important dimensionless parameters. One is the particle gyroradius in the asymptotic field \( \rho_{0j} = v / \omega_{0j} \) where \( \omega_{0j} = e_j B_0 / m_j c \). If we write the reversing magnetic field close to \( z = 0 \) as \( B_x = B_0(z/a) \), and then define the half-width of the unmagnetized layer by

\[
\Delta z = \rho(\Delta z) = \frac{v}{\omega(\Delta z)} = \frac{v}{\omega_0 \Delta z / a}
\]
we find
\[ \Delta z = \sqrt{a \nu \omega_0} = \sqrt{a \rho_0} \] (3.3)
for the half-width of the unmagnetized layer. The second important parameter
is the number of cyclotron orbits in the vertical field during a transit across
the unmagnetized layer, given by
\[ \kappa = b \omega_0 \frac{\sqrt{a \rho_0}}{v} = \frac{b}{\sqrt{\epsilon}} \] (3.4)
where
\[ \epsilon = \sqrt{\frac{\rho_0}{a}} \] (3.5)
is the small variable in the adiabatic approximation. As we will see later, the
parameter \( \kappa \) plays a very important role in the chaotic dynamics of the system.

In the linear, collisionless regime the solution for the distribution of
particles of species \( j \) can be found in principle by the orbit integral over the
unperturbed trajectories
\[ \delta f_j(x, \nu, t) = -\frac{e_i}{m_j} \int_{-\infty}^{t} \left[ v_y \frac{\partial \psi}{\partial t'} \frac{\partial f_0}{\partial \psi} + \frac{\partial \psi}{\partial t'} \frac{\partial f_0}{\partial P_y} + \vec{v} \cdot \nabla \psi \frac{\partial f_0}{\partial P_y} \right] dt' \] (3.6)
where the perturbed current is given by
\[ \delta j_y(x, z, t) = \sum_j e_j \int v_y \delta f_j \, d^3 \nu \] (3.7)
In the geomagnetic tail problem the orbits are so complex (cf. Section 4.1),
that it is simply not feasible to evaluate the integrals in Eqs. 3.6 and 3.7 and
then calculate the current \( j_y \).

In the present work Eqs. 3.6 and 3.7 are evaluated numerically by
statistically sampling the long time response of the initial particle distribution
\( f_0(\mathcal{E}, P_y) \) and are used to derive a collisionless Ohm’s law. Since however, the
\( \nabla B \) and curvature \( \vec{K}(z = 0) = (\hat{b} \cdot \nabla) \hat{b} = \hat{e}_x (B_0 / B_z) a \) of the field lines produce
a large equilibrium drift velocity, we must extract from $j_y$ the part that is in
phase with the electric field $E_y \sim \cos(kx)$. It is this phase-coherent part of
the current that determines the reconnection growth rate. We therefore take a
projection of Ampère’s law and obtain

$$
\int_{-\Delta z/2}^{\Delta z/2} dz \int_{-\pi/k}^{\pi/k} dx \cos(kx) \nabla^2 \Psi(x,z,t) = \frac{4\pi}{c} \int_{-\Delta z/2}^{\Delta z/2} dz \int_{-\pi/k}^{\pi/k} dx \cos(kx) j_y(x,z,t)
$$

(3.8)

where we have taken the phase-coherent $k$ Fourier component of the current
and integrated over the current layer thickness $\Delta z$. $\Psi(x,z,t)$ is the exact flux
function. Ampère’s equation then reduces to

$$
\frac{d\Psi_k(z,t)}{dz} \bigg|_{-\Delta z/2}^{\Delta z/2} = \frac{4\pi}{c} \int_{-\Delta z/2}^{\Delta z/2} dz \langle j_y \cos(kx) \rangle_{(z,t)}.
$$

(3.9)

The projection in Eq. 3.8 can also be motivated from conservation of
energy, given by the Poynting theorem

$$
\frac{\partial}{\partial t} \int \frac{(\nabla \psi)^2}{2} \, dx \, dy + \left( \int \frac{c E_y B_z}{4\pi} \, dx \right) \bigg|_{-\Delta z/2}^{\Delta z/2} = - \int j_y E_y \, dx \, dz
$$

(3.10)

with $E_y = B_0 \psi_0(\gamma/c) \cos(kx)$. We see then that the height integrated moment
$\int_{-\Delta z/2}^{\Delta z/2} dz j_y \cos(kx) = \langle j_y \cos(kx) \rangle$ controls the transfer of energy from the field
to the particles which determines the reconnection growth rate.

The right hand side of 3.9 can also be evaluated by elementary prin-
ciples to give

$$
\int_{-\Delta z/2}^{\Delta z/2} dz \langle j_y \cos(kx) \rangle = \frac{Q e \langle E \cos(kx) \rangle}{m} \tau = \frac{ne^2}{m} \frac{E_{0k}}{2} (\Delta z) \tau
$$

(3.11)

where we used $j = Q v$ with $Q = en(\Delta z) \lambda^2$, so that $Q$ is the total charge inside
a layer of width $\Delta z$, $v = a \tau = (E/m) \tau$ where $\tau$ is the decorrelation time, or
the time the particle is accelerated coherently by the electric field. Finally

$$
\langle E \cos(kx) \rangle = \frac{1}{2\pi} \int_{-\lambda/2}^{\lambda/2} E_{0k} \cos^2(kx) \, dx = \frac{E_{0k}}{2}.
$$
Equations 3.9 and 3.11 are then solved simultaneously to give the growth rate

$$\gamma = \frac{c^2 \Delta_k'}{\omega_p^2 (\Delta z) \tau}$$  \hspace{1cm} (3.12)

where $\Delta_k' = [\Psi_k' (\Delta z / 2) - \Psi_k' (-\Delta z / 2)] / B_0 \psi_0$ is the jump in the derivative of the flux function across the current layer (Furth et. al. 1963). Note that the growth rate depends on the current layer width $\Delta z$ and the effective decorrelation time $\tau$.

In the present work we use a test particle code to evaluate the moment $(j \cdot E)$ and the width of the current layer $\Delta z$ numerically, and then we solve Eq. 3.11 for $\tau$. We then use the numerical values to help us derive analytical expressions for $\Delta z$ and $\tau$. In the next sections we give for reference some well known estimates of $\Delta z$ and $\tau$.

### 3.3 Previous Work

The tearing mode was studied in the context of resistive MHD theory by Furth et. al. (1963). The width of the current layer is given in terms of the resistivity as

$$\Delta z = \left( \frac{ae}{\omega_{pe}} \right)^{1/2} \left( \frac{\gamma e}{k^2 v_A^2} \right)^{1/4}$$ \hspace{1cm} (3.13)

where $v_A = B / (4\pi n m_i)^{1/2}$ is the Alfvén speed and the resistivity $\eta$ is given by $\eta = (m_e / ne^2) \nu$ so that the decorrelation time $\tau = 1 / \nu$ is

$$\tau = \frac{m_e}{ne^2 \eta}.$$ \hspace{1cm} (3.14)

Substituting Eqs. 3.13 and 3.14 into 3.12 we obtain the mode growth rate, given by

$$\gamma_{FKR} = \left( \frac{v_A}{a} \right)^{2/5} \left( \frac{c^2 \nu}{\omega_p^2 a^2} \right)^{2/5} (a \Delta_k')^{2/5}.$$ \hspace{1cm} (3.15)
In the earth’s magnetotail \( n \approx 0.1 \, \text{cm}^{-3}, \, B \approx 20 \, \mu T, \, T_e \approx 1 \, \text{keV}, \, T_i \approx 2 \, \text{keV} \) and \( a \approx R_e = 6380 \, \text{km} \) (eg. Lyons and Williams, 1984). When substituted into Eq. 3.15 these parameters give \( \tau_{FKR}^{-1} \approx 2200 \, \text{yrs} \) which is eight orders of magnitude longer than the observed substorm time. This is to be expected since the magnetotail is highly collisionless and resistive MHD theory relies on collisions to provide the dissipation necessary for the growth of the tearing mode (cf. Eq. 3.14). Furth (1962) also discussed the kinetic theory of the collisionless tearing mode. He obtained a growth rate \( \gamma \sim kv\sqrt{nae^2/m_e c^2} \), where \( v \gg v_h \) is the flow velocity, and claimed that the MHD result can be extended to the collisionless regime by substituting \( \eta = \eta_c + \eta_i \) to the MHD result, where \( \eta_c \) is the collisional resistivity and \( \eta_i \) the inertial resistivity.

The first systematic attempt to derive a collisionless growth rate for the magnetotail was made by Coppi et. al. (1966) and Laval et. al.(1966). They considered a current sheet flowing in the neutral layer of a reversing field with no normal component (cf. Fig. 3.1 with \( B_n = 0 \); the current flows out of the page). For this one-dimensional configuration a self consistent solution of the Vlasov equation can be obtained (Harris, 1962). Since the Vlasov equation is equivalent to the Liouville theorem, any function that is only a function of the constants of motion will be a solution. Harris considered a distribution function of the form

\[
 f_s = \left( \frac{m_s}{2\pi T_s} \right)^{3/2} n_s \exp \left[ -\left( \frac{m_s}{2T_s} \right) \left( \alpha_1^2 + (\alpha_2 - v_s)^2 + \alpha_3^2 \right) \right] \tag{3.16}
\]

where the \( \alpha \)'s are functions of the constants of motion only. Using this distribution function to obtain the charge and current density, and substituting those into the Poisson equation and Ampère’s law, we obtain two coupled differential equations for the electrostatic potential \( \phi \) and the vector potential \( \vec{A} \).
The solution that has $\phi = 0$ gives

\[ A_y = B_0 a \ln \left( \cosh \left( \frac{z}{a} \right) \right) \]

\[ B_x = B_0 \tanh \left( \frac{z}{a} \right) \]

\[ j_y = j_0 \sech^2 \left( \frac{z}{a} \right) \]  

(3.17)

which is the same field configuration as that given by 3.1 for $b = \psi_0 = 0$. Coppi et. al. and Laval et. al. studied the stability of the Harris sheet and found it to be unstable to the tearing mode with a growth rate of

\[ \gamma_{CL} = \pi^{1/2} \left( \frac{\rho_e}{2a} \right)^{3/2} \left( \frac{\nu_e}{a} \right) \left( \frac{T_e + T_i}{T_e} \right) \]  

(3.18)

which gives a growth time of $\sim 4.5$ days. The current layer thickness and the decorrelation time are given by

\[ \Delta z = \sqrt{\alpha \rho_e} \quad , \quad \tau = \frac{1}{k \nu_e} . \]  

(3.19)

Galeev and Zelenyi (1976) made a similar calculation for the two-dimensional case (nonzero normal component) and found that, as was proposed by Shindler (1974) and later confirmed in a more detailed calculation by Lembège and Pellat (1982), the normal field stabilizes the mode. The mode stabilization is due to the fact that the normal magnetic field component magnetizes the electrons in the quasineutral layer (where the horizontal field vanishes) and forces an adiabatic response to the tearing perturbation. The electron Landau interaction, which provided the dissipation necessary for the growth of the tearing mode in the one-dimensional case, is inhibited and the mode is stabilized. From the energy balance point of view, the energy required to produce the adiabatic electron response to the tearing mode exceeds the free energy available in the current sheet for instability (Lembège and Pellat, 1982; Coroniti, 1980). It was therefore suggested (Shindler, 1974) that the
ions might provide the necessary dissipation to destabilize the tearing mode. Galeev and Zelenyi (1976) calculated the tearing mode growth rate taking into account finite Larmor radius effects, and found that the growth rate, current layer width and decorrelation time are now given by

\begin{align}
\gamma_e &= 0 \\
\gamma_i &= \pi^{-1/2} \left( \frac{\rho_i}{a} \right)^{3/2} \left( \frac{v_i}{a} \right) \left( \frac{T_e + T_i}{T_i} \right) \left( 1 - k^2 a^2 \right) \\
\Delta z &= \sqrt{a \rho_i} \\
\tau &= \frac{1}{kv_i},
\end{align}

which gives a growth time of approximately 40 min.

We see that the expressions for the growth rate, the current layer width and the decorrelation time in Eqs. 3.18, 3.19 and 3.20 are very similar. At this point however it has to be emphasized that despite the formal similarity between Eqs. 3.18 and 3.20 this is still an ion tearing mode. The electrons are going to be magnetized and not contribute to the growth rate even for very small values of the normal field, and even for the ion mode there is only a narrow window in \( B_n \) for which we can have \( \gamma_e = 0 \) and \( \gamma_i > 0 \) (Shindler, 1974; Galeev and Zelenyi, 1976; Galeev, 1979). Furthermore, Lembège and Pellat (1982) showed in a more detailed calculation, which included the effect of the particle drift in the normal field as well as the finite Larmor radius, that the adiabaticity of the electrons will even stabilize the ion tearing mode. It was therefore becoming obvious that a mechanism would be needed to destabilize the electrons.

3.3.1 Destabilization of the Electron Tearing Mode

Turbulent

Coroniti (1980) first calculated the effect of turbulence-induced pitch-angle
scattering on the stabilization of the electron tearing mode. He followed the
suggestion of Huba et. al. (1978), who proposed that lower hybrid drift wave
turbulence might scatter the electrons, effectively introducing an electron-
electron collisionality. Although the effective electron-electron collision fre-
quency produced by the pitch angle scattering by the waves is insufficient to
produce the degree of collisional resistivity required by resistive MHD theory,
it could be enough to break the adiabaticity of the electrons and destabilize
the electron tearing mode. Coroniti followed a similar calculation done earlier
by Hagege et. al. (1973) that used whistler mode turbulence to destabilize drift
waves in the magnetosphere, and found that pitch angle scattering does indeed
destabilize the electrons. The growth rate is proportional to the velocity-space
diffusion $D_0$ introduced by the turbulence, and is given by

$$\gamma = \frac{3}{4\sqrt{\pi} \beta_e} \left( \frac{b}{ka} \right)^2 D_0$$

Similar calculations have been done by many authors for different types of
turbulence (eg. Drake and Lee, 1977; Esarey and Molvig 1987). Lower hybrid
drift turbulence, ion acoustic turbulence and broadband electrostatic noise
have all been invoked to provide the stochastic driving necessary to break
the adiabaticity and destabilize the electrons. Esaray and Molvig (1987) in
particular show that spatial diffusion (as opposed to velocity-space diffusion
that results from pitch angle scattering) can also destabilize the electrons.

**Stochastic**

We therefore see that the main point of any mechanism that can destablize
the electrons is the existence of a stochastic driving force that would break
the electron adiabaticity, and the physical mechanism that provides that driv-
ing is secondary. That conclusion, together with the fact that turbulence is
indeed observed in the magnetotail but either in the wrong place (lower hybrid drift wave turbulence in the Plasma Sheet Boundary Layer) or with the wrong magnitude (small amplitude broadband electrostatic noise), prompted our investigations and independently the work of Büchner and Zelenyi (1986, 1987), who proposed that the intrinsic stochasticity of the particle orbits in the magnetotail could be sufficient to destabilize the electrons. Single particle motion in the magnetotail fields can indeed be stochastic. In the simpler but related geometry of elliptic magnetic flux surfaces given by

$$\psi = \psi_0 \left[ \left( \frac{z}{a} \right)^2 + \left( \frac{\epsilon x}{a} \right)^2 \right]$$

where $\epsilon$ parametrises the ellipticity of the flux surfaces, Kim and Cary, (1983) found that for

$$\epsilon^{3/2} < \sqrt{2mE/p_y} < 1$$

where $E$ is the particle energy, most of the particle trajectories are stochastic. Also numerical and analytical work by Chen and Palmadesso, (1986) and Büchner and Zelenyi, (1986) on the same magnetic field geometry we are considering here (Eqs. 3.1) shows that some particle orbits are stochastic. But in order to explore that line of investigation we have to backtrack a little and look at single-particle orbits.
Chapter 4

PARTICLE ORBITS

4.1 The Unperturbed System

The particle orbits for the unperturbed system (Eqs. 3.1 with \( b = \psi_0 = 0 \)) have been analytically obtained by Speiser (1965). The theory of the stochasticity of the orbits is also treated by Kim and Cary (1983), Chen and Palmadesso (1986) and Büchner and Zelenyi (1986, 1987) for \( \psi_0 = 0 \). We will give here for completeness a brief review of particle motion in the unperturbed system before we study the effect of chaotic orbits on the effective conductivity.

The equations of motion for a single particle of charge \( q \) in the fields described by the full system of Eqs. 3.1 are determined by the Lorenz force and are given by

\[
\begin{align*}
\dot{x} &= v_x \\
\dot{y} &= v_y \\
\dot{z} &= v_z \\
\dot{v}_x &= \omega_0 b v_y + \omega_0 \psi_0 v_y k \sin(k x) e^{\gamma t} \\
\dot{v}_y &= -\omega_0 b v_x + \omega_0 v_z \tanh \left( \frac{z}{a} \right) + \omega_0 \psi_0 \gamma \cos(k x) e^{\gamma t} - \omega_0 \psi_0 v_x k \sin(k x) e^{\gamma t} \\
\dot{v}_z &= -\omega_0 v_y \tanh \left( \frac{z}{a} \right)
\end{align*}
\]

(4.1)

where \( \omega_0 = q B_0 / mc \) is the particle gyrofrequency in the asymptotic field. After normalizing time to the ion gyroperiod \( T_0 = 2\pi / \omega_0 \), length to the perturbation
wavelength \( \lambda = 2\pi/k \) and magnetic induction to \( B_0 \), we find that the system given by Eqs. 4.1 has five parameters. The amplitude of the tearing mode \( \psi_0 \), the magnitude of the normal field component \( b \), the aspect ratio of the tearing mode \( ka \), its growth rate \( \gamma \) and the total particle energy \( E \).

The hamiltonian of the system is given by

\[
H = \frac{p_x^2}{2m} + \frac{p_z^2}{2m} + \frac{1}{2m} \left( P_y + \frac{e}{c} \psi \right)^2
\]

with \( \psi \) given by Eq. 3.2. For small \( z \) we can approximate \( \tanh(z/a) \) by \( z/a \); if we also have \( \psi_0, b = 0 \), (unperturbed system) then the particle dynamics can be described using the hamiltonian

\[
H = \frac{\dot{p}_x^2}{2m} + \frac{\dot{p}_z^2}{2m} + \frac{1}{2m} \left( P_y + \frac{eB_0}{2ac} z^2 \right)^2
\]

The value of \( H \) is the total energy \( E \). It is trivial to show that the above hamiltonian gives the same equations of motion as Eqs. 4.1 for \( \psi_0 = b = 0 \) and \( \tanh(z/a) \to z/a \). Since \( H \) has no explicit dependence on \( y \), we can redefine the hamiltonian by

\[
H_0 = H - \frac{P_y^2}{2m} = \frac{\dot{p}_x^2}{2m} + \frac{\dot{p}_z^2}{2m} + V(z)
\]

where

\[
V(z) = \frac{\omega_0}{2a} \dot{P}_y z^2 + \frac{m\omega_0^2}{8a^2} z^4
\]

(4.2)

The hamiltonian has no explicit dependence on \( x \) either, so we could have also subtracted \( p_x^2/2m \), but we will not do so in anticipation of the \( x \)-dependent perturbation we will add later. The canonical momentum \( P_y = mv_y - eB_0 x^2 / 2ac \) is a constant of the motion. It defines the magnetic flux surface the particle follows for \( m/e \to 0 \). \( P_y/m \) is the \( y \)-velocity of the particle as it crosses the \( z = 0 \) plane. The value of \( H_0 \) is the reduced energy \( E' = E - P_y^2/2m \).
is therefore the energy relative to the $y$-component of the kinetic energy $mv_y^2/2$ at the reversal layer. For $E' = 0$ the particle has only $v_y$ kinetic energy as it crosses the reversal layer ($v_z = v_z = 0$), and its maximum $z$-excursion is

$$z_{max}^2 = \left(2mE\right)^{1/2} \frac{2ac}{eB_0}$$

where $2mE = (mv_y - eB_0v_z/2ac)^2$ since $E' = 0$.

The orbits described by Eqs. 4.2 fall into four categories according to the shape of the potential $V(z|P_y)$ and the value of the relative energy $E' = E - P_y^2/2m$.

a) $P_y > 0$ The potential $V(z)$ is a parabolic-like well (Fig. 4.1-a) and the particles are streaming in the $+y$-direction, (from dawn to dusk, Fig. 4.2-a). In a $z - p_z$ phase diagram the system traces ellipses around the origin (Fig. 4.3-a).

b) $P_y < 0$, $E' < 0$ The potential is a double well with the relative energy below the local maximum (Fig. 4.1-b) and the particles are grad-B drifting in the $-y$-direction (Fig. 4.2-b). In phase space the system goes around one of the O-points (Fig. 4.3-b). These are located at

$$z = z_0 = \pm \sqrt{-2P_ya/m\omega_0}$$

$$p_z = 0$$

and the linear frequency of oscillation around them is

$$\omega_{0h} = \sqrt{-2\omega_0P_y/ma} = \omega_0 \frac{z_0}{a}$$

which is the local cyclotron frequency at the O-point expressed in units of $\omega_0 = eB_0/me$. The origin is now an X-point, and the linear rate of divergence along the unstable manifold is $\lambda = \sqrt{-\omega_0P_y/ma}$. 
Figure 4.1: The potential $V(z|P_y)$.  
(a) $P_y > 0$,  
(b) $P_y < 0$. 
Figure 4.2: Particle trajectories in configuration space for a positively charged particle moving in the potential $V(z|P_y)$.  

a) $P_y > 0$,  

b) $P_y < 0$, $E' > 0$,  

c) $P_y < 0$, $E' < 0$,  

d) $P_y < 0$, $E' = 0$.  

Figure 4.3: Particle trajectories in phase-space for a positively charged particle moving in the potential $V(z|P_y)$. 
c) $P_y < 0, \mathcal{E}' > 0$ The potential is the same double well as in (b) above, but the relative energy places the system above the local maximum (Fig. 4.1-b). The particle trajectories are 'figure-eights' (Fig. 4.2-c), and in phase space the system goes around both O-points (Fig. 4.3-b). There are large-orbit particles that repeatedly cross the neutral layer.

d) $P_y < 0, \mathcal{E}' = 0$ This is the separatrix orbit. The relative energy places the system exactly at the local maximum (Fig. 4.1-b), and the particle makes only one loop in configuration space (Fig. 4.2-d) taking an infinite amount of time to complete a cycle along the homoclinic orbit in phase space (Fig. 4.3-b).

4.2 Adding the Normal Component; Chaos

The equations for the particle trajectories described in Sec. 4.1 above are given in Appendix B. In this section we will add the normal field component and study its effect on the particle orbits. When we put $0 < b \ll 1, \psi_0 = 0$ in Eq. 3.1, we get

$$B_z = \tanh \left( \frac{z}{a} \right)$$

$$B_z = B_0 b.$$ 

The equations of motion are

$$\dot{x} = v_x \quad \dot{y} = v_y \quad \dot{z} = v_z$$

$$\dot{v}_x = \omega_0 b v_y$$

$$\dot{v}_y = -\omega_0 b v_x + \omega_0 v_z \tanh \left( \frac{z}{a} \right)$$

$$\dot{v}_z = -\omega_0 v_y \tanh \left( \frac{z}{a} \right)$$
and the Hamiltonian becomes (for \(z \ll a\))

\[
H' = H - \frac{P_y^2}{2m} = \frac{p_x^2}{2m} + \frac{p_z^2}{2m} + \frac{m\omega_0^2}{8a^2} z^4 + \frac{m\omega_0^2}{2} b^2 x^2 - \frac{m\omega_0^2}{2a} b x z^2 + \frac{P_y^0\omega_0}{2a} z^2 - P_y^0\omega_0 b x.
\]

In Fig. 4.4 we show a perspective view of the magnetic field lines and a typical trajectory for a particle governed by the above equations. In the case shown \(b = 0.01\). The particle is injected at \(1b\), follows the magnetic field lines to the quasineutral layer, executes one half turn around the normal field component while at the same time oscillating across the neutral layer, and is finally ejected into the strong field region where it follows the field lines to its mirroring point. As we shall see in Sec. 4.3.1, if \(\kappa = b\sqrt{a/\rho_0} < 1\) and the particle crosses the reversal layer more than once before being reinjected into the strong field region, the time the particle spends in the neutral layer is approximately equal to half a gyroperiod around the normal field component \(\pi/\omega_0\).

If we rescale our units so that \(t' = t\omega_0\sqrt{\rho_0/a}, x' = x/\sqrt{a\rho_0}\) and \(z' = z/\sqrt{a\rho_0}\), and redefine the origin in \(x'\) by \(x'' = x' - (P_y^0/\mu\kappa)\), we obtain

\[
H = \frac{1}{2}(\dot{x}'^2 + \dot{z}'^2) + \frac{1}{2}\left(\frac{1}{2}z'^2 + \kappa x\right)^2
\]

(4.3)

where we have dropped the primes in the new variables. The parameter

\[
\kappa = b\left(\frac{a}{\rho_0}\right)^{1/2},
\]

(4.4)

where \(\rho_0 = \nu/\omega_0\) is the Larmor radius in the asymptotic field, controls the stochasticity of the orbits (Büchner and Zelenyi, 1986). For \(\kappa \gg 1\) the magnetic moment \(\mu\) is a good adiabatic invariant, and particle motion is regular
Figure 4.4: Typical particle trajectory. $\psi_0 = 0, \kappa < 1$. The particle crosses the reversal layer several times before being rejetted into the strong field region.
everywhere. For $\kappa \ll 1$ an adiabatic invariant that is good for most of phase space can still be found (Sonnerup, 1971). It is given by the action integral
\[ J_n = \frac{1}{2\pi} \oint p_z \, dz \]  
for the noncrossing orbits (cf. Fig. 4.2-b) and by
\[ J_c = \frac{1}{\pi} \oint p_z \, dz \]  
for the crossing orbits (cf. Fig. 4.2-c), so that on approaching the separatrix
\[ J_c = 2J_n. \]  
The tori defined by Eqs. 4.5 and 4.6 are shown in Fig. 4.5-a. The separatrix orbit after the addition of the perturbation is shown in Fig. 4.5-b. The stable and unstable manifolds of the hyperbolic fixed point, $W_s$ and $W_u$ respectively, cross an infinite number of times at the homoclinic points. The area of phase space enclosed between the two manifolds between any two homoclinic points (darkened area in the figure) is constant and is a measure of the probability a particle has of moving from an orbit inside the separatrix to one outside the separatrix (MacKaye et. al., 1987).

The invariants $J_n$ and $J_c$ are good on either side of the separatrix, so the motion is regular everywhere except for a thin layer around the separatrix (cf. Fig. 4.5). The width of that layer can be estimated (eg. Chirikov, 1979) to be
\[ \delta J = 4\pi J \left( \frac{\Omega}{\kappa} \right) e^{-\left(\pi\Omega/2\kappa\right)} \]  
where $\Omega$ is the frequency of the fast $z$-oscillation at the time the particle crosses the $z = 0$ plane. Since the width of the stochastic layer falls off exponentially with $\Omega/\kappa$, the values of the two adiabatic invariants $J_n$ and $J_c$ can still be matched before and after separatrix crossing as long as $\kappa \ll 1$. 
Figure 4.5: a) Invariant tori for $J_c, J_n$. Part $c$ is the crossing part, part $n$ the noncrossing part. The thin slice of torus that is missing represents the stochastic layer. b) The separatrix orbit for the perturbed system.
As $\kappa$ increases the width of the stochastic layer also increases, until it occupies all of the crossing part of the torus, so that $J_c$ is not a good adiabatic invariant anymore. For large $x$ however, $J_\nu$ transforms to the magnetic moment $\mu$ and is still a good invariant, although the value of $\mu$ changes as the particle goes through the crossing part of the torus (see next section).

This picture is typical of systems like the one described by Eq. 4.3 and reminiscent of the behavior of the system studied in Part I. The Hamiltonian describes two coupled oscillators, one linear ($x - p_x$) and one nonlinear ($z - p_z$). The linearized frequency of the nonlinear oscillations, which is directly related to $\Omega$, is of order 1 while the frequency of the linear oscillations is $\kappa$. So for $\kappa \ll 1$ or $\kappa \gg 1$ the motion can be described in terms of a fast oscillation superimposed on a slow one. As soon as the two frequencies become comparable however ($\kappa \sim 1$), an adiabatic approach is not possible anymore; the system becomes chaotic.

### 4.3 The Tearing Mode

We will now add the tearing mode to the fields and recover the full system 3.1. For $\psi_0 \ll b$ the tearing mode will only introduce a ripple on the normal field (cf. Fig. 4.6-a). As time increases we will eventually have $\psi_0 k e^{\gamma t} = b$ and a neutral line will appear (cf. Fig. 4.6-b). The time at which this happens for any particular value of $\psi_0$ can be obtained by putting $B_z = 0$ in Eq. 3.1, and is given by

$$t_c = \frac{1}{\gamma} \ln \left( \frac{b}{k \psi_0} \right).$$

(4.9)

When it first appears, the neutral line is located at $x = 3\lambda/4$, where $x = 0$ is the maximum positive $E_y$. For $t > t_c$ there are two neutral lines, one moving
Figure 4.6: The magnetic field in the tail, including the tearing mode. $\psi_0 \ll b$.
a) $t \ll t_c$, b) $t = t_c$. 
earthward and one moving tailward, located at
\[ x_n = \frac{1}{k} \sin^{-1} \left( \frac{-b}{\psi_0 k e^{\gamma t}} \right). \tag{4.10} \]

As \( \psi_0 k e^{\gamma t} \) gets to be much bigger than \( b \), a series of islands appears with alternating X- and O-points.

Fig. 4.7 shows a perspective plot of the magnetic field lines and a few typical particle trajectories in the case \( \psi_0 k e^{\gamma t} \gg b \). Fig. 4.8 shows the field lines and a typical particle trajectory for \( \psi_0 k e^{\gamma t} \sim b \). The magnetic field lines are generated by integrating \( d\vec{x}/d\tau = \vec{B}(\vec{x}) \). In the case shown, the dimensionless parameters are \( b = 0.05, \psi_0 = 0.1, k a = 0.09 \) and \( \gamma/\omega_0 = 10^{-3} \). For \( a = R_e = 6380 \text{ km} \) and \( B_\| = 20 \text{ nT} \), this gives \( B_z = 1 \text{ nT} \), the island width \( \Delta_z = a \sqrt{2 \psi_0} = 2840 \text{ km} \) and the growth rate \( \gamma = 2 \times 10^{-3} \text{ sec}^{-1} \) or 10 seconds for 20 e-foldings. The electric field is \( E_y = B_\| \psi_0 \gamma / c = 1.22 \times 10^{-5} \text{ V/m} \). The distance from the O-point to the X-point is \( \pi/k = 33R_e \) where we have in mind that the magnetic field near the O-point connects to the near Earth dipole field and the expansion of the magnetic cavity at \( 2\pi/k = 66R_e \) eliminates the second X-point.

The particle orbit shown in Fig. 4.8 is typical of those in the ensembles used to calculate the net plasma currents and flow velocities (cf. Chapter 5.1). In the example shown the particle starts at 1b and arrives at 1e after \( T \omega_0 \approx 2 \times 10^3 \), or \( 10^3 \text{ sec} \) for an ion. The particle’s energy is given by \( E = (1/2) m (a \omega_0) \epsilon \) with \( \epsilon = 5 \times 10^{-3} \) in the case shown. For ions the scale velocity is \( a \omega_0 \approx 12200 \text{ km/s} \) and the energy is \( E = 3.9 \text{ keV} \). The initial pitch angle is \( \theta = \cos^{-1}(v_{\|}/v) = \pi/4 \). The particle follows the magnetic field surface into the region near the quasineutral sheet (where \( B_z = 0 \)) with increasing \( v_{\|} \) and decreasing \( H_\perp = H - p_z^2/2m \) until \( H_\perp \) is small enough that the effective z potential traps the particle in the well \( V(z) \approx e^2 B_\|^2 z^4/8m \). Whereupon
Figure 4.8: Typical particle trajectories in the full magnetotail fields. $\psi_0 k e^{\tau Z} b$. 
the particle oscillates with the large vertical $z \sim \sqrt{v_a/\omega_{bi}}$ excursions across the quasineutral sheet. During these vertical oscillations the particle rotates around the vertical magnetic field until $p_x = mv_x \rightarrow -mv_x$ and then, at some moment depending on the phase of the $z$ oscillations, connects on to a different magnetic surface and leaves the quasineutral sheet region. For not too small a vertical field the time in the sheet region is observed to be $\Delta t \approx \pi/\omega_{ci} = \pi/b\omega_0$ (cf. Sec. 4.3.1). For $b \rightarrow 0$ (i.e. near the X-point) the relevant time in the neutral sheet is a fraction of the transit time $\pi/kv_z$ across the X-point region. Thus we estimate the time for the particle to be in the sheet region as $\Delta t_x = \pi/(b\omega_0 + kv_z)$ (cf. Sec. 5.2). During this time the particle increases its $\Delta v_y$ by the amount necessary to conserve $P_y = mv_y + (e/c)\psi(x,y,t)$ or $\Delta v_y \approx (e/mc)\Delta t_x \partial_t \psi$. For particles outside the sheet region the conservation of $P_y$ is satisfied by $d\psi/dt = \partial_t \psi + v_x \partial_x \psi + v_z \partial_z \psi \approx 0$ with little change to $mv_y$ as shown by particles 1 and 4 in Fig. 4.7.

4.3.1 Electron Destabilization Revisited

We saw in Sec. 4.3 that the magnetic moment $\mu = E_\perp/B$ changes as the particle enters the chaotic region. That change, $\Delta \mu$, can be calculated in the same way $\Delta H$ was calculated in Part I, by evaluating

$$\Delta \mu = \int_{t_i}^{t_f} \frac{d\mu}{dt} dt$$

where at $t = t_i$ and $t = t_f$ the particle is on either side of the neutral sheet and far enough from it for the magnetic moment $\mu$ to be well defined. This calculation has been done for a number of different magnetic field configurations (eg. Hastie et. al., 1978; Chirikov, 1978; Birmingham, 1984). We outline the general method and calculate $\Delta \mu$ for our case in Appendix C. The change is
given by
\[
\Delta \mu = \frac{\pi}{2^{3/4} \Gamma(9/8)} \left( \frac{\mu E}{B_0 b} \right)^{1/2} \cos \zeta_0 \kappa^{1/4} e^{-\kappa^2}
\]
for \( \kappa > 1 \) and \( \epsilon < 1 \) \hspace{1cm} (4.11)

where \( \zeta_0 \) is the gyrophase of the particle the moment it crosses the \( z = 0 \) plane, and
\[
\epsilon = \frac{\rho_0}{a} \quad \text{and} \quad \kappa = \frac{b}{\sqrt{\epsilon}}.
\]

(4.12)

The integral for \( \Delta \mu \) is evaluated by first changing it to an integral over gyrophase and then deforming the path in the complex \( \zeta \)-plane. The main contribution to the expression in Eq. 4.11 comes from the poles associated with the vanishing of the magnetic field, i.e. the neutral line (Hastie et al., 1969). For \( b \neq 0 \) the poles are in the complex \( z \)-plane at \( z_p = \pm i ab \). The condition \( \kappa > 1 \) comes from the fact that in the analysis we only consider single crossings of the reversal layer (see Appendix C for details). Epsilon is the small parameter in the adiabatic approximation. The adiabatic invariant can be expanded in a power series in \( \epsilon \), in which the magnetic moment \( \mu = E_\perp / B \) is only the first term. Since \( \kappa = b \sqrt{(a/\rho_0)} = b / \sqrt{\epsilon} \), we see from Eq. 4.11 that \( \Delta \mu \sim e^{-b^2/\epsilon} \), so the integral picks up the part of the change that cannot be expanded in a power series in \( \epsilon \).

A point of interest for us in Eq. 4.11 is the dependence of \( \Delta \mu \) on the gyrophase, a dependence reminiscent of the dependence of \( \Delta H \) on the phase \( \beta \) in Part I. It is this sensitive dependence of the change of the adiabatic constant on the phase of the fast oscillation that is the source of chaos in both systems.

In Figs. 4.11–4.15 we plot the time histories of the magnetic moment, pitch angle and gyrophase for particles in trajectories similar to the ones shown in Figs. 4.4, 4.7, 4.8, 4.9 and 4.10. The magnetic moment is defined by \( \mu = \)
Figure 4.9: Particle trajectory for $\kappa > 1$. The particle only crosses the reversal layer once as it passes through the reversal layer.
Figure 4.10: Particle trajectory for $\kappa > 1$. The particle can be seen mirroring twice as it enters the high field region.
Figure 4.11: Time histories of $\mu$, $\cos \theta$ and $\sin \zeta$. $b = 0.4$, $\epsilon = 0.018$, $\kappa = 2.99$. 
Figure 4.12: Time histories of $\mu$, $\cos \theta$ and $\sin \zeta$. $b = 2.115$, $\epsilon = 0.365$, $\kappa = 3.5$. 
Figure 4.13: Time histories of $\mu$, $\cos\theta$ and $\sin\zeta$. This particle has mirrored twice.
Figure 4.14: Time histories of $\mu$, $\cos \theta$ and $\sin \zeta$. $\kappa = 0.19$. The particle is reflected at the reversal layer.
Figure 4.15: Time histories of $\mu$, $\cos \theta$ and $\sin \zeta$. $\kappa = 0.03$. The particle goes through the reversal layer.
\( E_{\perp} / B = m v_{\perp}^2 / 2B \) with \( \vec{v}_{\perp} = \vec{v} - \hat{b} v_{||} \) and \( v_{||} = \vec{v} \cdot \hat{b} \). The pitch angle is defined by \( \cos \theta = v_{\perp} / v \) and the gyrophase by \( \cos \zeta = \vec{v}_{\perp} \cdot \hat{n} / |\vec{v}_{\perp}| \) where \( \hat{n} \) is the direction of the magnetic field curvature and is given by \( \hat{n} = (\hat{b} \cdot \nabla) \hat{b} / |(\hat{b} \cdot \nabla) \hat{b}| \). In Figs. 4.11 and 4.12 we plot the time histories of the magnetic moment, pitch angle and gyrophase for particles that have \( \kappa > 1 \). The trajectories correspond to the one shown in Fig. 4.9. The particle crosses the reversing layer only once between mirroring, and expression 4.11 for \( \Delta \mu \) holds. In Figs. 4.14 and 4.15 the particles have \( \kappa < 1 \). The trajectories are similar to that in Fig. 4.4 and the particle crosses the reversing layer many times while gyrating around the normal field component. The particle in Fig. 4.15 is also reflected at the reversal layer back in the direction it came from (notice how \( \cos \theta \) changes sign on either side of the crossing). Finally in Fig. 4.13 we show a particle that crosses the reversal layer, mirrors at the high-field region and crosses the reversal layer again, changing its magnetic moment by a different amount at every crossing. It corresponds to the trajectory shown in Fig. 4.10.

To show the exponential dependence of \( \Delta \mu \) on \( \kappa \), a feature similar to the dependence of \( \Delta H \) on \( \Omega \) in Part I, we write Eq. 4.11 as

\[
G = - \ln \left[ \frac{\Delta \mu}{\cos \zeta_0 \left( \frac{b}{\mu E} \right)^{1/2} \kappa^{-1/4}} \right] \sim \kappa^2
\]

and plot the values of \( G \) we calculate numerically against \( \kappa^2 \) in Fig. 4.16. The fact that the graph is a straight line means that the change in \( \mu \) has an exponential dependence in \( \kappa^2 \) as predicted by 4.11. The slope of the graph is the coefficient of \(-\kappa^2\). The slope is not constant with \( b \), because in the analysis the coefficient of \(-\kappa^2\) is not one (cf. Appendix C) but is rather given by

\[
S(u') = \int_0^1 \frac{1 - x^2}{|1 - u' \sqrt{1 - x^2}|^{3/2}} \, dx \quad (4.13)
\]
Figure 4.16: $G = \ln[(\Delta \mu / \cos \zeta_0)\kappa^{-1/4}\sqrt{b/\mu E}]$ plotted against $\kappa^2$. The slope gives the coefficient of $-\kappa^2$ in the exponent. For $b = 0.4$ the slope is 0.5, for $b = 2.115$ the slope is 0.4. For $b = 0.1$ the slope is also approximately 0.5.
where
\[ u' = \left( \frac{v_n}{v} \right)^2 = \sin^2 \theta_0 \]  \hspace{1cm} (4.14)
with \( \theta_0 \) being the pitch angle of the particle as it crosses the reversal layer.

Eq. 4.13 is a slowly varying function of \( u' \) that lies within a factor of two of the exact value for all value of \( u' \) except those close to \( u' = 1 \) (Coroniti, 1980).

For values of the normal field typical in the magnetotail \( (b = 0.05-0.2) \),
the coefficient of \(-\kappa^2\) is close to one-half.

Due to the \( \cos \zeta_0 \) dependence of \( \Delta \mu \), the jumps in the value of the magnetic moment every time the particle passes through the neutral line region are statistically uncorrelated, especially for the particles for which
\[ \Delta \zeta \approx \frac{1}{2} \tau_b \omega_0 \gg 1 \]
where \( \tau_b \) is the bounce period of the particle in the magnetic mirror. This allows us to treat the problem as a random walk (eg. Chirikov, 1979) and write the diffusion coefficient as
\[ D_\mu = \left\langle \frac{\langle (\Delta \mu)^2 \rangle}{2 \Delta t} \right\rangle \]  \hspace{1cm} (4.15)
where \( \Delta t \) is the time between two successive jumps in the value of the magnetic moment. In our case that time is equal to half the bounce period \( \tau_b \) of the particle as it mirrors in the high-field region, so that
\[ D_\mu = \frac{\langle (\Delta \mu)^2 \rangle}{\tau_b}. \]  \hspace{1cm} (4.16)

The bounce period \( \tau_b \) can be evaluated using the fact that the magnetic moment is a good adiabatic invariant far from the sheet (Coroniti, 1980) and is given by
\[
\tau_b = \frac{4a}{B_0} \left( \frac{mB_n}{2\mu} \right)^{1/2} \int_{u_0}^{u} \frac{u^2}{(u_0 - u)^{1/2}(u^2 - 1)^{1/2}} \, du
\approx \frac{16aE}{3B_0^2 b} \sqrt{\frac{m}{2\mu^2}} \]  \hspace{1cm} (4.17)
where \( u = 1/\sin^2 \theta \), \( \theta \) is the pitch angle, \( \theta_0 \) is the pitch angle of the particle as it crosses the \( z = 0 \) plane, and we have used the approximation \( u_0 = 1/\sin^2 \theta_0 \gg 1 \).

Using the estimate for the diffusion coefficient given by Eq. 4.16 with \( \Delta \mu \) given by Eq. 4.11, Büchner and Zelenyi (1987) calculated the tearing mode growth rate to be

\[
\gamma_{BZ} = 0.25 \omega_0 \left( \frac{T_e + T_i}{T_e} \right) \frac{b^{5/2}}{\kappa_e^{3/2} \sqrt{k a}} e^{-2\kappa^2}
\]

under the condition that

\[
b < ka < (\pi b)^{1/3}
\]

The main feature of the above expression for the growth rate is its exponential dependence on \( \kappa \). For \( \kappa_e \gg 1 \) the growth rate is exceedingly small. As \( \kappa_e \) decreases the growth rate increases exponentially until, for \( \kappa_e \to 1 \), it can be more than an order of magnitude greater than the one-dimensional case (Coppi et. al.). For typical magnetotail parameters (cf. Section 3.3) and for \( \kappa_e \to 1 \) the above expression gives a growth time of a few seconds.

We finally need to discuss the value of time the particle spends in the reversal layer, a quantity that enters directly in the calculation of \( \langle j \cdot E \rangle \) and the growth rate (cf. Eq. 3.12). As we mentioned in Sec. 4.3 we estimate that, for \( \kappa < 1 \) the time is given by

\[
\tau \approx \frac{\pi}{ku + b \omega_0}
\]

so that, for \( ku \ll b \omega_0 \),

\[
\tau \omega_0 \approx \frac{\pi}{b}.
\]

In Fig. 4.17 we plot the time histories of the magnetic moment and pitch angle for different values of the normal field component. In all three cases \( \tau \ll \pi/b \). The value of \( ku \) ranges between \( 10^{-3} \) and \( 10^{-2} \).
Figure 4.17: Time histories of $\mu$ and $\cos \theta$ for different values of $b$, for $\kappa < 1$. The time the particle spends in the neutral layer is approximately $\pi/b\omega_0$. 
Chapter 5

NUMERICAL RESULTS

5.1 Description and Testing of the Code

As we mentioned in Sec. 3.2, we use a test particle code to calculate numerically the width of the current layer $\Delta z$ and the in-phase part of the current $(j \cdot E)$. The numerical results are used to obtain analytical expressions for $\Delta z$ and $\tau$ which are then substituted into Eq. 3.12 to give the collisionless reconnection growth rate $\gamma$.

To advance the particles we use the equations of motion for the full system, which are given by

\[
\begin{align*}
\dot{x} &= u_x, \quad \dot{y} = v_y, \quad \dot{z} = v_z \\
\dot{u}_x &= \omega_0 b v_y + \omega_0 \psi_0 v_y k \sin(kx)e^{\gamma t} \\
\dot{v}_y &= -\omega_0 b u_x + \omega_0 v_z \tanh\left(\frac{Z}{a}\right) + \omega_0 \psi_0 \gamma \cos(kx)e^{\gamma t} - \\
&\quad -\omega_0 \psi_0 v_x k \sin(kx)e^{\gamma t} \\
\dot{v}_z &= -\omega_0 v_y \tanh\left(\frac{Z}{a}\right).
\end{align*}
\]

We introduce dimensionless variables by scaling length to the perturbation wavelength $\lambda = 2\pi/k$, time to the ion gyroperiod in the asymptotic field $T_{bi} = 2\pi/\omega_{bi} = 2\pi (m_i c/e B_0)$, mass to the ion mass and charge to the unit charge $e$. 
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(electrons have charge $-e$). The equations of motion thus become

\[
\begin{align*}
\dot{x} &= v_x, & \dot{y} &= v_y, & \dot{z} &= v_z, \\
\dot{v}_x &= 2\pi bv_y + (2\pi)^2 \psi_0 v_y \sin(2\pi x)e^{\gamma t}, \\
\dot{v}_y &= -2\pi bv_x + 2\pi v_z \tanh\left(\frac{Z}{a}\right) + 2\pi \psi_0 \gamma \cos(2\pi x)e^{\gamma t} - (2\pi)^2 \psi_0 v_x \sin(2\pi x)e^{\gamma t}, \\
\dot{v}_z &= -2\pi v_y \tanh\left(\frac{Z}{a}\right).
\end{align*}
\]

where, in our units, $k = \omega_0 = 2\pi$. From now on all values given for the parameters and all variables in equations will be dimensionless unless otherwise stated. Whenever needed to avoid confusion, the dimensionless quantities will be denoted by a hat (eg. $\hat{x} = x/\lambda$). The system is described by four parameters. The amplitude of the tearing mode $\psi_0$, the normal magnetic field component $b$, the aspect ratio of the tearing mode $ka = 2\pi a$ and its growth rate $\gamma$.

We are careful to fully resolve the smallest time and space scales in the problem. For the parameters used, the smallest length scale is the particle gyroradius in the asymptotic field, $\rho_0 = v/\omega_0$ with $v$ the total particle velocity. The length scale over which the magnetic field reverses direction, $\alpha$, is always at least two orders of magnitude larger than $\rho$ even in very high energy test runs, and the wavelength of the tearing perturbation is the longest scale in the system. Approximate values for these parameters in the magnetotail are $\lambda = 8-80 R_e$ and $a \approx 1 R_e$ where $R_e = 6380 \text{ km}$ is the radius of the Earth. In contrast the electron gyroradius is of the order of a few kilometers, and the ion gyroradius a few hundred kilometers. The smallest timescale is the particle gyroperiod in the asymptotic field $T_0 = 2\pi/\omega_0 = 1$. The only other timescale in the problem is the tearing mode growth time, $\tau_e = 1/\gamma$, and the shortest growth time we used was 20 ion gyroperiods.
Sample populations of 16000-64000 particles are advanced in time according to the equations of motion 5.1 using a fourth order Runge-Kutta method. Electrons and ions are treated separately so that a realistic ion to electron mass ratio of 1836 can be used. The electron gyrofrequency is therefore \( \omega_{\text{ce}} = -1836 \times (2\pi) \). The code is completely vectorized. The time step \( h \) is chosen so that the particle (electron or ion) gyroperiod is adequately resolved and the final (cumulative) error in the particle position \( |\delta \vec{x}| \) is much smaller than the particle gyroradius in the asymptotic field. To get an estimate for the error in the particle position a small percentage of particles (\( \sim 1\% \)) are also advanced with a sixth order Runge-Kutta and half the timestep. The estimated error \( |\delta \vec{x}| \) is then given by

\[
|\delta \vec{x}| = |\vec{x}_{h/2} - \vec{x}_h|
\]  \hspace{1cm} (5.2)

where \( \vec{x}_{h/2} \) is the position of the particle calculated with the higher order method and half the timestep, while \( \vec{x}_h \) is the position calculated with the same method and timestep used for all the particles. The lowest value of \( T_0/h \) used in any run is 110, and the lowest value of \( \rho/|\delta \vec{x}| \) is of the order of \( 10^2 \).

The equations of motion are periodic in the \( x \)-direction so the particles are kept in a cell with an \( x \)-dimension of one, but are allowed to move freely in \( z \). The particles are loaded with a flat distribution in both velocity and configuration space, i.e.

\[-ax' \leq x \leq ax', \quad -z' \leq z \leq z', \quad -v' \leq v_j \leq v'. \]  \hspace{1cm} (5.3)

The velocity space limit \( v' \) is chosen so that the average particle energy will be approximately 2 \( keV \) for ions and 1 \( keV \) for electrons. For ions the system is advanced for a maximum 200 – 300 \( T_{\text{ih}} \), which is approximately one to four exponentiation times for the values of \( \gamma \) used. The electrons were advanced
for a maximum of ~ 2000 \( T_{0i} \), which is approximately one \( T_{0i} \). We can look at the average density, velocity (x, y and z-component), current (x, y and z-component), temperature and \( \langle j \cdot E \rangle \) as a function of x and z, at any given time \( t \).

The average velocity is defined by

\[
\langle v_j \rangle_{(s,t)} = \frac{v_0}{n} \sum_{i=1}^{n} \dot{v}_j^i = v_0 \langle \dot{v}_j \rangle_{(s,t)}
\]  

(5.4)

where \( n \) is the number of particles whose \( s \)-coordinate is in the range \( s \rightarrow s + \delta s \) irrespective of the value of the other coordinate, and \( \dot{v}_j^i \) is the \( j \)-component of the dimensionless velocity of the \( i \)-th particle in units of the scale velocity \( v_0 = \omega_0 \lambda / \kappa \).

Using the average velocity we can define the current by

\[
j_j(s,t) = e \rho_p \langle v_j \rangle
\]

(5.5)

where \( \rho_p \) is the real particle number density and \( \langle v_j \rangle \) the average velocity of all particles whose \( s \)-coordinate has a value between \( s \) and \( s + \delta s \). We therefore have

\[
\rho_p = \frac{n_r}{\delta s (a \lambda^2)} = \frac{n (\rho_n a \lambda^2 / N)}{\delta s (a \lambda^2)} = \frac{n \rho_n}{N \delta s}
\]

(5.6)

where \( n \) has the same meaning as in Eq. 5.4, \( N \) is the total number of particles in the simulation, \( n_r \) the number of real particles simulated by \( n \), \( \rho_n = 0.1 \text{ cm}^{-3} \) the real number density in the magnetotail and \( \delta s \) the dimensionless cell size.

The factor \( n/N \delta s \) is a density factor that describes how the density at position \( s \) differs from the average magnetotail number density \( \rho_n \). If \( n = N \delta s \), then
\( \rho_p = \rho_n \). With that definition of the density we can now rewrite 5.5 as

\[
j_j(s,t) = e \rho_p \langle v_j \rangle_{(s,t)} = e \frac{\rho_p n}{N \delta s} v_0 \frac{\sum_{i=1}^{n} \ddot{v}_j^i}{n} = e \rho_n v_0 \left( \frac{1}{N \delta s} \sum_{i=1}^{n} \ddot{v}_j^i \right) = j_0 \langle \ddot{j}_j \rangle_{(s,t)}
\]

(5.7)

where \( j_0 = e \rho_n v_0 \) is the scale current.

The in-phase part of the reconnection current \( \langle j \cdot E \rangle \) is computed in the same way by using

\[
\langle j \cdot E \rangle_{(s,t)} = (e \rho_n v_0) \left( B_0 \psi_0 \frac{\gamma}{C} \right) \left( \frac{1}{N \delta s} \sum_{i=1}^{n} \ddot{v}_z^i \cos(2\pi \ddot{z}^i) \right) = (e \rho_n v_0) \left( B_0 \psi_0 \frac{\gamma}{C} \right) \langle \ddot{j} \cdot \ddot{E} \rangle
\]

(5.8)

and the temperature is given in keV using

\[
\frac{1}{2} m(v^2) = \frac{1}{2} m v_0^2 \langle \ddot{v}^2 \rangle = \left( \langle \ddot{v}_x - \langle \ddot{v}_z \rangle \rangle \right)^2 + \left( \langle \ddot{v}_y - \langle \ddot{v}_z \rangle \rangle \right)^2 + \left( \langle \ddot{v}_z - \langle \ddot{v}_z \rangle \rangle \right)^2
\]

(5.9)

An important point to note here is that time enters explicitly the equations of motion 5.1 exclusively through the combination \( \psi_0 e^{\gamma t} \), so that a sweep in the value of \( \psi_0 \) is equivalent to running longer times, with only the initial conditions distinguishing the two cases. This observation is supported qualitatively by the simulations and was used in several occasions to shorten lengthy runs. The reference value of \( \gamma \) used in the runs was \( \gamma = .01 \), corresponding to a growth time of \( 100 T_{bi} \approx 5 \text{ min.} \)

### 5.2 Numerical Results

We have fifteen ion runs and four of the much more expensive electron runs. Although nineteen runs are insufficient for a systematic exploration of the
parameter space (there are four parameters that describe the system, $\psi_0$, $b$, $ka$ and $\gamma$), their qualitative results are so similar, even for widely different values of the parameters, that we feel confident we can draw broad conclusions about the behavior of the system even from a limited sample. We will go here in detail through two runs (one for ions and one for electrons) that exhibit the main behavior patterns of the system.

For the ion run, the dimensionless variables are $\psi_0 = 0.001$, $b = 0.05$, $\gamma = 0.01$, and $a = 0.02$. Substituting these values into Eq. 4.9, we find that the neutral line will appear at time $t = 207.4$ (the dimensionless time is in units of ion gyropartoids, $T_{0i} = 2\pi/\omega_{0i} = 3.28$ sec). In Figs. 5.1–5.5 we show plots of the phase space and the density at different times. On the phase space plot we also superimpose a sample 200 particles. The dashed vertical lines are located at $z = \pm a$. As we see in Fig. 5.1-a and -b, the particles are loaded at time $t = 0$ with a flat distribution between $z = -a$ and $z = a$, and over a whole wavelength in $x$. The initial velocity distribution is also flat in all velocity components ($-v'_j < v_j < v'_j$, cf. Eq. 5.3), with $v'_j = 1.4 \times 10^{-4}$ so that the initial temperature is only $0.8 \text{ eV}$. As we shall see, even this run, with a very low initial temperature, will give us results qualitatively very similar to runs with more realistic initial temperatures.

In Fig. 5.2-a and -b we show a phase space plot, and the particle density $\rho$ plotted against $x$ and $z$ at time $t = 83.3$. We see that, apart from a depression in the density around $z = \pm 0.2a$ the picture remains relatively unchanged. In particular, even after 83 ion gyroperiods the particles have not left the area in which they were placed at $t = 0$. At time $t = 183.3 T_{0i}$, less than 25 ion gyroperiods before the neutral line appears, the density profile (Fig. 5.3-b) has changed. The particles are concentrated in a very narrow channel around
the reversal layer at $z = 0$, while there is an appreciable depression in the $x$ density at the area where the in-phase current flows (cf. Fig. 5.7). Although some particles are now outside $z = \pm a$, the bulk is still inside (notice how the density falls off steeply outside $z = \pm 1$). The concentration around the reversal layer and the deepening of the depression in the $x$ density at the point of maximum current flow continue (cf. Fig. 5.4) until, long after the appearance of the neutral line, the magnetic island expands well beyond $\pm a$ and all particles are expelled from the neutral line region (Fig. 5.5). Our run is terminated shortly afterwards, since we can no longer make any meaningful measurements of the current or temperature in the neutral line area.

The time history of the in-phase current $(j \cdot E)$ and the particle temperature is shown in Figures 5.6 through 5.9. After only 16.7 gyroperiods (Fig. 5.6) appreciable current is flowing through a well defined channel (at least in $z$, the channel in $x$ will take a little longer to develop) and the temperature has increased by a factor of two to three in the same narrow channel in which the current flows. Both the temperature and the magnitude of the current will continue to grow in time and the temperature profile will broaden a little in $z$, but the picture will remain qualitatively the same until shortly before the appearance of the neutral line. In Fig. 5.7 we show the current and temperature at time $t = 166.7 T_{0i}$, approximately forty gyroperiods before the neutral line appears. The value of the current is now higher and the channel in $z$ is better defined, but the main difference is that the temperature profile in $z$, which was getting broader, has just developed a new narrow channel around $z = 0$, where the temperature is going to increase dramatically between now and the appearance of the neutral line. Also the temperature profile in $x$ has started to develop a sharp gradient at the point where the neutral line is going to appear (at $x = -\lambda/4$). Fig. 5.8 shows the current and temperature at time
\( t = 216.7 \), just nine gyroperiods after the appearance of the neutral line. The temperature in the narrow channel around the reversal layer has increased by almost a full order of magnitude while the rest of the temperature profile in \( z \) has broadened even more, and in \( x \) the temperature gradient has become even bigger, with high temperatures being confined to tailward of the neutral line at \( x = -\lambda/4 \). Finally in Fig. 5.9 we show the current and temperature profiles at time \( t = 273.3 \). Although some current is still flowing, it will soon disappear as the last few remaining particles are being expelled from the area. The temperature profile in \( z \) has already crashed in the center, with all the energetic particles expelled from the center and injected into the Plasma Sheet Boundary Layer (PSBL) where the temperature is now a few \( keV \), close to the observed 2-5 \( keV \).

There are two points that need to be stressed here. One is that when we calculate the temperature we subtract the average velocity (cf. Eq. 5.9), so what we plot is indeed the temperature and not the total particle energy. The other point is that although we started with an extremely low temperature \((0.8 \, eV = 8 \times 10^{-4} \, keV)\) we ended up with temperatures of a few \( keV \), comparable to the actual temperatures in the tail. When we start with more realistic temperatures, \((eg. \, 0.2 \, keV)\) the overall heating is much lower than the four orders of magnitude we saw in this run, and the final temperature in the PSBL is a little higher \((8-10 \, keV)\) but still close to the observed values. Also, if we start the run at a time closer to the time the neutral line appears (by using a larger \( \psi_0 \), see Sec. 5.1 above) the system will still end up with approximately the same temperature. This tendency of the system to end up at the same state (qualitatively) around the time of the appearance of the neutral line is quite general and not confined to the temperature, as we shall see later.
In Fig. 5.10 we show the time history of the \( x \) (earthward-tailward) component of the particle velocity. At \( t = 33.3 \), there is a small (approximately \( 15 \text{ km/sec} \)) earthward drift in a narrow channel around the reversal layer at \( z = 0 \) (Fig. 5.10-a). At later times, both before (Fig. 5.10-b) and shortly after the appearance of the neutral line (Fig. 5.10-c), the channel gets a little wider and the velocity is higher, but still quite low, of the order of \( 40-80 \text{ km/sec} \). After the particles are expelled from the neutral line region and into the PSBL (Fig. 5.10-d) the earthward streaming velocity rises quickly to approximately \( 900 \text{ km/sec} \). Earthward streaming ions with speeds "in excess of \( 400 \text{ km/sec} \)" have been observed in the PSBL (DeCoster and Frank, 1979). Again, as in the case of the particle temperature, the qualitative picture is insensitive to initial conditions. In particular, the final earthward streaming velocity in the PSBL is always in the region of a few hundred kilometers per second.

For the electron run the dimensionless parameters are \( b = 0.003 \), \( a = 0.02 \) and \( \gamma = 0.01 \). Since the electron gyrofrequency is 1836 times higher than the ion gyrofrequency, following an electron run over several ion gyroperiods is prohibitively expensive. We therefore use the fact that time and \( \psi_0 \) are equivalent (see Sec. 5.1 above) to study the system at different times. This particular run was divided into two parts. In the first we use \( \psi_0 = 4.0 \times 10^{-4} \), which places the system \( 17.7 T_{oi} \) before the appearance of the neutral line (cf. Eq. 4.9), and in the second we use \( \psi_0 = 6.0 \times 10^{-4} \), which places the system \( 22.8 T_{oi} \) after the appearance of the neutral line. We will henceforth disregard the value of \( \psi_0 \), and refer to the two parts of the run by the equivalent time. The run at \( t = -17.7 \) for instance, or the early run, is the part with \( \psi_0 = 4.0 \times 10^{-4} \). Similarly the late run is the part with \( \psi_0 = 6.0 \times 10^{-4} \). In both cases the initial distribution was flat in both configuration and velocity space, with \( v'_j = 1.4 \times 10^{-4} \), which gives an initial temperature of \( 5 \times 10^{-5} \text{ keV} \).
Figure 5.1: Phase space and density for the ion run. $t = 0$
Figure 5.2: Phase space and density for the ion run. $t = 83.3$
Figure 5.3: Phase space and density for the ion run. $t = 183.3$
Figure 5.4: Phase space and density for the ion run. $t = 233.3$
Figure 5.5: Phase space and density for the ion run. $t = 280.0$
Figure 5.6: Temperature and $\langle j \cdot E \rangle$ plots for the ion run. $t = 16.7$
Figure 5.7: Temperature and $\langle \mathbf{j} \cdot \mathbf{E} \rangle$ plots for the ion run. $t = 166.7$
Figure 5.8: Temperature and \(\langle j \cdot E \rangle\) plots for the ion run. \(t = 216.7\)
Figure 5.9: Temperature and $\langle j \cdot E \rangle$ plots for the ion run. $t = 273.3$
Figure 5.10: The x-velocity at different times for the ion run. a) $t = 33.3$, b) $t = 166.7$, c) $t = 246.7$, d) $t = 280.0$
In Figs. 5.11 and 5.12 we plot the phase space and density at times \( t = 0 \) and \( t = 636.4 \, T_{\text{ce}} = 0.35 \, T_{\text{ci}} \) for the early run. The density profile has not changed in that time. In particular, the particles are still inside the area they were placed at \( t = 0 \), which is between \( z = \pm 0.1a \). Contrary to the density profile however, the temperature has changed considerably. In Figs. 5.13 and 5.14 we show the in-phase current \( \langle j \cdot E \rangle \) and the temperature at time \( t = 90.9 \, T_{\text{ce}} \) (that is 90.9 electron gyroperiods after the start of the run) for both the early and the late run. The current is again flowing in a well defined channel around the reversal layer at \( z = 0 \). The main point here however is the tremendous temperature increase (up to three orders of magnitude) in the same narrow channel. If we keep in mind that 90.9 electron gyroperiods correspond to only 0.05 ion gyroperiods, we see that the electron temperature has risen by three orders of magnitude in only \( 0.05 \, T_{\text{ci}} = 0.16 \, \text{sec} \). This again demonstrates the system’s tendency to be in the same (qualitatively) state around the time the neutral line appears. When we start with higher initial temperatures, we see in the electron runs, as we did in the ion runs, that the heating is much less severe, and the final temperature is comparable to the one we have here. In Figs. 5.15 and 5.16 we show the in-phase current \( \langle j \cdot E \rangle \) and temperature for both runs at time \( t = 636.4 \, T_{\text{ce}} \). Notice how the current in the early run (Fig. 5.15) has decreased compared to its value at \( t = 90.9 \, T_{\text{ce}} \) (Fig. 5.13), while for the late run it has increased (Fig. 5.16). We will address this point in more detail later. Also notice how, after shooting up by as much as three orders of magnitude in \( 90.9 \, T_{\text{ce}} \), the temperature has only increased by a factor of two to five in the remaining \( 545.5 \, T_{\text{ce}} \). The temperature for the late run is also higher than that of the early run, as is to be expected since the current is higher too.

We finally need to discuss the time history of the height-integrated
Figure 5.11: Phase space and density plot for the early electron run. $t = 0$. 
Figure 5.12: Phase space and density plot for the early electron run. $t = 636.4\ T_{kr}$. 
Figure 5.13: Current and temperature plots for the early electron run. $t = 90.9 T_{0e}$. 
Figure 5.14: Current and temperature plots for the late electron run. $t = 90.9 T_{te}$. 
Figure 5.15: Current and temperature plots for the early electron run. $t = 636.4 T_{\text{de}}$. 
Figure 5.16: Current and temperature plots for the late electron run. $t = 636.4 \, T_{de}$. 
in-phase current given by
\[
\int_{-\Delta z/2}^{\Delta z/2} \int_{-\lambda/2}^{\lambda/2} j_y \cos(kx) \, dx \, dz = \int_{-\Delta z/2}^{\Delta z/2} (j_y \cos(kx)) \, dz.
\] (5.10)

Keeping in mind that \( E_y = (B_0 \psi_0 \gamma / c) e^{\gamma t} \cos(kx) \) and that the in-phase current flows in a narrow channel of width \( \Delta z \) around the reversal layer at \( z = 0 \), we can rewrite Eq. 3.11 as
\[
\overline{(j \cdot E)} = \int_{-a}^{a} \langle j \cdot E \rangle \, dz = \frac{e \psi_0 e}{2m} (B_0 \psi_0 \gamma c e^{\gamma t})^2 (\Delta z) \tau \] (5.11)

In the code the high-integrate \( \langle j \cdot E \rangle \) is given by
\[
\overline{(j \cdot E)} = (e \rho_n \nu_0) \left( B_0 \psi_0 \gamma c e^{\gamma t} \right) \left( \frac{1}{N} \sum_{i=1}^{N} \hat{j}_y^i \cos(2\pi \hat{x}^i) \right)
= (e \rho_n \nu_0) \left( B_0 \psi_0 \gamma c e^{\gamma t} \right) \overline{\langle j \cdot E \rangle} \] (5.12)

where the bar denotes the integration over \( z \) and the hat denotes the dimensionless quantities used in the code. Notice that, unlike Eq. 5.8, the sum is now over all particles, since we have integrated in \( z \) as well as in \( x \). Solving equations 5.11 and 5.12 for \( \overline{(j \cdot E)} \) we find
\[
\overline{(j \cdot E)} = \frac{\omega_0}{2v_0} \psi_0 \gamma e^{\gamma t} (\Delta z) \tau.
\] (5.13)

In Fig. 5.17 we plot \( \overline{(j \cdot E)} \) against time for the ion run. If we calculate the value of \( \overline{(j \cdot E)} \) from Eq. 5.13 with
\[
\tau = \frac{\pi}{kv}
\]
where \( v \) is the thermal speed, the values of \( \overline{(j \cdot E)} \) we get are too big by almost two orders of magnitude. Moreover, since the temperature increases dramatically with time, \( 1/kv \) gives the wrong scaling, decreasing rather than increasing with time. If on the other hand we use \( \tau = \pi / (b \omega_0) \) in Eq. 5.13, and if we also
require that $b$ in the expression for $\tau$ is the root-mean-square average of $b$ in the current channel, so that

$$\tau = \frac{\pi}{\omega_0 b_{rms}}$$

with

$$b_{rms}^2 = \frac{1}{x_2 - x_1} \int_{x_1}^{x_2} \left( b + \psi_0 k e^{\gamma t} \sin(kx) \right)^2 dx$$

where $x_1$ and $x_2$ are the limits in $x$ of the current channel (eg. $x_1 = -\lambda/4$, $x_2 = 0$ in the ion run we are considering), then $\langle \dot{j} \cdot \dot{E} \rangle$ has the right scaling, although it is still rising much more slowly than the numerical value (see Fig. 5.17; the dots give the theoretical values of $\langle \dot{j} \cdot \dot{E} \rangle$).

For the early electron run, the value of $\langle \dot{j} \cdot \dot{E} \rangle$ is plotted against time in Fig. 5.18, and for the late run in Fig. 5.19. Because of the similarity of the plots in the beginning, it is fair to assume that during that time the system is reaching its 'preferred state', while after the initial 'equilibration' we can see the real response of the system. Notice how, in the early run, $\langle \dot{j} \cdot \dot{E} \rangle$ reaches a constant value (except for small oscillations), while in the late run it increases almost linearly in time. Since the only difference in the two runs is the existence of the neutral line in the late run, we see that the appearance of the neutral line causes the value of the height-integrate $\langle j \cdot E \rangle$ to increase rapidly with time, and since $\langle j \cdot E \rangle \sim \tau$ and $\gamma \sim 1/\tau$, it causes the tearing mode growth rate to decrease. This feature was common to all four of the electron runs, although it does not seem to be true for the ions. Looking at fig. 5.17 we see that $\langle \dot{j} \cdot \dot{E} \rangle$ for the ions starts increasing long before the neutral line appears at $t = 207.4 \, T_{oi}$. When we calculate $\langle \dot{j} \cdot \dot{E} \rangle$ for the electron run using the theoretical values for $\tau$, we see that both expressions underestimate the value of $\langle \dot{j} \cdot \dot{E} \rangle$ by approximately two orders of magnitude, although $\tau = \pi/\omega_0 b_{rms}$ has again the right scaling for the early run, while $\tau = \pi/k v$ does not. Since the electron
Figure 5.17: $\langle j \cdot \dot{E} \rangle$ plotted against time for the ion run.
gyroperiod is 1836 time smaller than the ion gyroperiod, the value of $e^{\pi}$ changes very little over the course of an electron run so that $b_{rms}$, and therefore $(j \cdot E)$ is almost constant, in agreement with the results of the simulation. In contrast $v$ increases rapidly over the course of the run, so that $\pi/kv$ decreases.

We therefore see that even the simple system we are studying here appears to give correctly a lot of the qualitative features of the magnetotail, with the final ion temperature and earthward drift in the PSBL in good quantitative agreement with the observed values. Also the neutral line is seen to play an important role in the development of the electron tearing mode, with the growth rate rapidly decreasing after its appearance, and although $\tau = \pi/\omega_0 b_{rms}$ gives the wrong value for the hight-integrate $(j \cdot E)$, it has the correct scaling with time, contrary to $\tau = \pi/kv$ which always decreases in time. Finally the system seems to always end up in the neighborhood of the same state at around the time the neutral line appears, and the further from that state it is when we start the simulation, the faster it will converge to it. This state appears to be characterised by $\kappa \approx 1$. Runs that are otherwise similar, can end up with final temperatures differing by more than an order of magnitude, while their $\kappa$'s only differ by 20%-30%. The value of $\kappa$ is drastically reduced in a very short time (one particular run went from $\kappa \approx 40$ to $\kappa \approx 0.6$ in less than $0.05 T_0 = 0.16 \text{sec}$) and then remains more or less unchanged, with $\kappa \approx 1$. All final $\kappa$'s in our runs range between 0.6 and 0.9. Also, since this is a test particle code and the particles have no mechanism by which to lose energy, the temperature can only increase and $\kappa$ can therefore only decrease. A run that is started with a low initial temperature and low initial $\kappa$ will experience mild heating, while an otherwise similar run with a high initial $\kappa$ will undergo much more severe heating. There is therefore considerable evidence that $\kappa$ is the parameter that determines the state of the system around the time of the
Figure 5.18: $\langle \vec{j} \cdot \vec{E} \rangle$ plotted against time for the early electron run.
Figure 5.19: $\langle \mathbf{j} \cdot \mathbf{E} \rangle$ plotted against time for the late electron run.
appearance of the neutral line. At this point however a cautionary note needs to be made. Since \( \kappa \sim E^{-1/4} \), where \( E \) is the particle energy, a small difference in \( \kappa \) can account for a large difference in temperature. This fact, coupled with the qualitative nature of the 'preferred state' makes it difficult to obtain numerical results that prove that \( \kappa \) (rather than the temperature) is the determining parameter, although intuition would suggest that this is indeed the case.
Chapter 6

CONCLUSIONS

In the present work we have studied two well known but distinct problems of plasma theory: anomalous transport from $\vec{E} \times \vec{B}$ drift motion and collisionless reconnection. Both problems were modeled by simple, low degree of freedom hamiltonian systems. Even though the two physical problems are quite different, the hamiltonian systems used to model them and the mathematical techniques used to study them are remarkably similar. Indeed, even the analytical forms of some of the solutions, for instance the expression in Eq. 2.28 for the change in energy and the expression in Eq. 4.11 for the change in the magnetic moment, are almost identical. On a more fundamental level, the detailed dynamical mechanism by which transport is achieved is the same in both systems.

In Part I we describe one-wave $\vec{E} \times \vec{B}$ motion in a slab geometry, by a hamiltonian with a phase space composed of an infinite square lattice of counterrotating rolls, separated by a separatrix. No transport across the separatrix is possible in this configuration unless collisions are present. If however we add a small amount of a second wave to the hamiltonian, the hamiltonian becomes time dependent, the energy of a single particle is no longer conserved, and a particle can therefore wander throughout phase space sampling all possible energy values. When we calculate the total change in the energy of a particle
that moves close to the separatrix from the vicinity of one X-point to the next, we find that almost all of the energy change $\Delta H$ is imparted to the particle during a short interaction time around the midpoint of the particle's trajectory. The particle motion is therefore mostly regular, except for small 'kicks' the particle receives every quarter period of its oscillation around the O-point. The magnitude of these kicks has been calculated for two limiting cases. If the frequency of the perturbation $\Omega$ is low enough, $\Delta H$ is algebraically small in $\Omega$. If $\Omega$ is sufficiently large, $\Delta H$ is exponentially small in $\Omega^2$. In both cases however, the magnitude of $\Delta H$ also depends on the relative phase of the two oscillations (around the O-point and around the time torus). This sensitive dependence on the relative phase is the cause of the system's chaotic behavior. It also enables us to express the motion of a particle close to the separatrix by the standard map, and apply to our system the considerable knowledge accumulated in recent years about the standard map.

In Part II we study collisionless magnetic reconnection in the context of a reversed field, modelling the geomagnetic tail (which is topologically equivalent to one-half of a long FRC). The tearing instability, which is responsible for magnetic reconnection, requires some form of dissipation. In resistive MHD theory that dissipation is provided by coulomb collisions. In the collisionless regime this role is performed by stochastic changes in the value of the particles magnetic moment $\mu$. The magnetic moment of a particle is adiabatically conserved when the particle is in the strong field region, far from the reversal layer. As the particle moves from one mirroring point, across the neutral layer, to its next mirroring point in the high field region, the magnetic moment changes. The magnitude of that change, $\Delta \mu$, is calculated for $\kappa \gg 1$ (where $\kappa$ is the frequency of the $x$-oscillation in the reduced hamiltonian $\mathcal{H} = z^2 + z^2 + (x^2/2 + \kappa z)^2$ that describes the system) and it is found to be exponentially small in $\kappa^2$ and
to depend on the phase of the gyromotion at the time of the layer crossing. Furthermore, most of the contribution to $\Delta \mu$ comes from a short interaction time around the reversal layer. We therefore see that once again the particle motion is mostly regular, except for small 'kicks' the particle receives every half bounce period. These 'kicks' in the particle magnetic moment can be exploited to provide the dissipation that the coulomb collisions provide in the collisional case, in the same way that the 'kicks' in the particle energy in Part I can be used to provide the transport that the collisions provide in the collisional case.

Finally we use a test particle code to study the time evolution of ensembles of particles placed in our model fields. We find that our simple model gives correctly a lot of the qualitative features of the geomagnetic tail, with the ion temperature and earthward drift in the PSBL in good quantitative agreement with observed values as well. The height-integrated in-phase current $\langle j \cdot E \rangle$ rises faster after the appearance of the neutral line and, for $\kappa < 1$, seems to be best described by the decorrelation time $\tau = \pi/\omega_0 b_{rms}$, although even that does not rise as fast as the simulation value of $\langle j \cdot E \rangle$. This discrepancy may be partly explained by the fact that this is a test particle code and there is no mechanism by which the particles can feed their energy back to the waves, and as a result the current grows faster than if the particles could shed some of their energy. Finally the system seems to always tend to the same (qualitatively) state around the time the neutral line appers, a state that appears to be characterised by a kappa value close to one.
Appendix A

Calculation of $\Delta H$ for $\Omega < s$.

The change in the value of the hamiltonian as the particle moves from
the vicinity of one X-point to the next is given by

$$\Delta H = \epsilon \Omega \sin(kn\pi + \alpha) A_s(\Omega) \sin \beta$$  \hfill (A.1)

where

$$A_s(\Omega) = \int_{-\infty}^{\infty} \cos(sy' - \Omega \tau) \, d\tau$$  \hfill (A.2)

with

$$y' = 2 \tan^{-1}(e^\tau) - \frac{\pi}{2}.$$  \hfill (A.3)

We can rewrite Eq. A.2 as

$$A_s(\Omega) = \text{Re} \int_{-\infty}^{\infty} e^{isy' - i\Omega \tau} \, d\tau = \text{Re} \left[ e^{-i\pi / 2} \int_{-\infty}^{\infty} e^{isy' - i\Omega \tau} \, d\tau \right]$$  \hfill (A.4)

with

$$y = 2 \tan^{-1}(e^\tau).$$  \hfill (A.5)

We can calculate the integral in Eq. A.4 by the method of steepest descent.

From Arfken (1970)

$$\int e^{f(z)} \, dz \approx \sqrt{2\pi} \frac{e^{f(z_s)} e^{i\alpha_s}}{|f''(z_s)|^{1/2}}$$  \hfill (A.6)

where $z_s$ is the saddle point and $\alpha_s$ the direction along which we cross the
saddle point. In our case

$$f(\tau) = isy - i\Omega \tau.$$  \hfill (A.7)
From Eq. A.5 we see that

$$\tau = \ln \left[ \tan \left( \frac{y}{2} \right) \right] \quad \text{and} \quad \dot{y} = \sin y$$ \hspace{1cm} (A.8)

so that

$$f'(\tau) = i \sin y - i \Omega$$
$$f''(\tau) = i \sin y \cos y.$$ \hspace{1cm} (A.9)

The saddle point is given by $f' = 0$, so that

$$\sin y_s = \frac{\Omega}{s} = R$$ \hspace{1cm} (A.10)

where the subscript $s$ stands for saddle point and is not to be confused with the parameter $s$. If we now put $y = \xi + \pi/2$ we get from Eq. A.10

$$\cos \xi_s = R \Rightarrow \xi_s = \pm \cos^{-1} R \Rightarrow y_{s\pm} = \frac{\xi_s}{2} = \pm \cos^{-1} R.$$ \hspace{1cm} (A.11)

Substituting this into A.9 and A.5 we obtain

$$f''(\tau_{s\pm}) = i \sin y_s \cos y_s = \mp i \Omega \sqrt{1 - R^2}$$ \hspace{1cm} (A.12)

and

$$\tan \left( \frac{y_{s\pm}}{2} \right) = \frac{\sin y_{s\pm}}{1 + \cos y_{s\pm}} = \frac{R}{1 \mp \sqrt{1 - R^2}}$$ \hspace{1cm} (A.13)

so that

$$\tau_{s\pm} = \ln \left[ \tan \left( \frac{y_{s\pm}}{2} \right) \right] = \ln \left[ \frac{R}{1 \mp \sqrt{1 - R^2}} \right].$$ \hspace{1cm} (A.14)

If we Taylor expand $f$ around the saddle point we get

$$f(\tau) = f(\tau_s) + \frac{1}{2} f''(\tau_s)(\tau - \tau_s)^2$$

since $f'(\tau_s) = 0$. If we now put $\tau = \tau_s + \delta e^{i\alpha}$, the second order term in the Taylor expansion becomes

$$B = \frac{1}{2} f''(\tau_s)(\tau - \tau_s)^2 = \mp i \frac{\Omega}{2} \sqrt{1 - R^2} \delta^2 e^{2i\alpha}$$ \hspace{1cm} (A.15)
so that

\[ \text{Re } B = \pm \frac{\Omega}{2} \sqrt{1 - R^2 \delta^2} \sin(2\alpha). \]  

(A.16)

We require that \( \text{Re } B < 0 \) and \( |\text{Re } B| = \text{max} \), which gives

\[
\begin{align*}
  y_{s+} &\rightarrow \sin 2\alpha = -1 \quad \Rightarrow \alpha_+ = -\frac{\pi}{4} \\
  y_{s-} &\rightarrow \sin 2\alpha = +1 \quad \Rightarrow \alpha_- = +\frac{\pi}{4}
\end{align*}
\]

(A.17)

If we now note that \( \tau_{s-} = -\tau_{s+} \) and if we put

\[ \gamma = \frac{R}{1 + \sqrt{1 - R^2}}, \]

then Eqs. A.4 and A.6 give

\[ A_s(\Omega) = 2 \left[ \frac{2\pi}{\Omega \sqrt{1 - R^2}} \right]^{1/2} \cos \left[ \left( \frac{\cos^{-1} R}{R} - \ln \gamma \right) \Omega - \frac{\pi}{4} \right] \]  

(A.18)

which, when substituted into Eq. A.1 gives

\[ \Delta H = 2\epsilon \left[ \frac{2\Omega \pi}{\sqrt{1 - R^2}} \right]^{1/2} \cos \left[ \left( \frac{\cos^{-1} R}{R} - \ln \gamma \right) \Omega - \frac{\pi}{4} \right] \]

\[ \sin(k\pi - \alpha) \sin \beta \quad \Omega < s \]  

(A.19)
Appendix B

Particle Trajectories

We give below the particle trajectories that result from the equations of motion 4.1 with \( b = \psi_0 = 0 \). In these expressions \( cn \) and \( dn \) are Jacobi elliptic functions, \( am \) is the amplitude function and \( E \) is the complete elliptic integral of the second kind. We distinguish three cases:

\( P_y > 0 \) or \( P_y < 0 \), \( E' > 0 \).

These are the crossing trajectories shown in Figs. 4.2-a and -b. They are given by

\[
z(t) = \beta_- cn[\omega_1 t, K_1]
\]

\[
y(t) = \frac{P_y t}{m} + \frac{1}{m}(\sqrt{2mE'} - P_y) \left( \frac{1}{\omega_1 K_1^2} E[am(\omega_1 t), K_1] - \frac{K_1'^2}{K_1} t \right)
\]

where

\[
\beta_\pm = \frac{2ca}{eB_0}(\sqrt{2mE'} \pm P_y)
\]

\[
K_1 = \frac{\beta_-}{\sqrt{\beta_+^2 + \beta_-^2}}, \quad K_1' = \frac{\beta_+}{\sqrt{\beta_+^2 + \beta_-^2}}
\]

\[
\omega_1 = \frac{1}{m} \sqrt{\frac{eB_0}{ca}} (2mE')^{1/4}.
\]
\( P_y < 0 \), \( \mathcal{E}' < 0 \).

These are the noncrossing trajectories shown in Fig. 4.2-c. They are given by:

\[
z(t) = \alpha_+ \text{dn} [\omega_2 t, K_2]
\]

\[
y(t) = -\frac{|P_y|}{m} t + \frac{1}{m \omega_2} (|P_y| + \sqrt{2m\mathcal{E}'}) \text{am} (\omega_2 t, K_2)
\]

where

\[
\alpha_{\pm}^2 = \frac{2ca}{eB_0} (|P_y| \pm \sqrt{2m\mathcal{E}'})
\]

\[
\omega_2 = \frac{eB_0}{2mca}, \quad K_2 = \frac{\sqrt{\alpha_-^2 - \alpha_+^2}}{\alpha_+}.
\]

\( P_y < 0 \), \( \mathcal{E}' = 0 \).

This is the separatrix orbit and is shown in Fig. 4.2-d.

\[
z(t) = 2 \sqrt{|P_y| \frac{ca}{eB_0}} \text{sech}(\omega t)
\]

\[
y(t) = -\frac{|P_y|}{m} t + 2 \sqrt{|P_y| \frac{ca}{eB_0}} \tanh(\omega t)
\]

where

\[
\omega = \frac{1}{m} \sqrt{|P_y| \frac{eB_0}{ca}}
\]

Equivalent expressions for these trajectories can also be found in Speiser, 1965 where an electric field is also included in the \( +y \)-direction. As Speiser notes, for \( b \neq 0 \) and \( k = 0 \) the electric field can be transformed away by the Lorentz transformation

\[
E'_y = \gamma (E_y - u_x B_0 b) = 0
\]
If \( b = 0 \), there is no Lorentz transformation that will make \( E'_y = 0 \). If \( k \neq 0 \) the transformation does not appear to be useful because of the spatial nonuniformity in \( x \).
Appendix C

Calculation of $\Delta \mu$ for the magnetotail

The change $\Delta \mu$ in the magnetic moment of a particle as it moves from the high-field region into the quasineutral sheet and out into the high-field region again (e.g. Figs. 4.8, 4.11) has been calculated before for many different magnetic field configurations (e.g. Hastie et. al. 1969; Grad and Van Norton 1962; Cohen et. al. 1978; Birmingham 1984). The method we employ here was first introduced by Hastie et. al. and was extended to more general field configurations by Cohen et. al. The outline we give here is for the general method for the restricted problem (time independent, two-dimensional fields) and follows Birmingham, 1984. We will then apply the results of that calculation to our magnetic fields.

The total change in $\mu$ is given by

$$\Delta \mu = \int_{t_i}^{t_f} \frac{d\mu}{dt} \, dt \tag{C.1}$$

where $t_i$ and $t_f$ are two suitably chosen times before and after the neutral layer crossing, at which the particle is far enough from the neutral layer that the magnetic moment is well defined. The integral in Eq. C.1 is evaluated by transforming it to an integral over the particle gyrophase $\zeta$ and deforming the contour in the complex $\zeta$-plane.
The time derivative of the magnetic moment is given by

\[
\frac{du}{dt} = \frac{d}{dt} \left( \frac{m v_{\perp}^2}{2H} \right) = \frac{m}{2H} \left( \frac{dv_{\perp}^2}{dt} - \frac{v_{\parallel}^2}{B} \frac{dB}{dt} \right)
\]

(C.2)

To evaluate this derivative along the particle trajectory we introduce the following set of unit vectors

\[
\hat{b} = \frac{\vec{B}}{|\vec{B}|} \quad \text{along the field line,}
\]

\[
\hat{n} = \frac{(\hat{b} \cdot \nabla)\hat{b}}{|(\hat{b} \cdot \nabla)\hat{b}|} \quad \text{along the the field curvature,}
\]

and

\[
\hat{\phi} = \frac{\hat{n} \times \hat{b}}{|\hat{n} \times \hat{b}|} \quad \text{in the normal direction.}
\]

The gyrophase is measured from the direction of the field curvature \(\hat{n}\) according to the right-hand rule.

Using these coordinates we obtain

\[
\frac{dv_{\perp}^2}{dt} = -v_{\perp} v_{\parallel} \left[ v_{\perp} \left( \hat{n} \cdot (\hat{n} \cdot \nabla)\hat{b} + \hat{\phi} \cdot (\hat{\phi} \cdot \nabla)\hat{b} \right) + 2v_{\parallel} \hat{n} \cdot (\hat{b} \cdot \nabla)\hat{b} \cos \zeta + v_{\perp} \left( \hat{n} \cdot (\hat{n} \cdot \nabla)\hat{b} - \hat{\phi} \cdot (\hat{\phi} \cdot \nabla)\hat{b} \right) \cos(2\zeta) \right]
\]

(C.3)

and

\[
\frac{dB}{dt} = (v_{\parallel} \hat{b} + v_{\perp} \cos \zeta \hat{n}) \cdot \nabla B
\]

(C.4)

so that

\[
\frac{du}{dt} = -\frac{mv_{\perp}}{B} \left[ \left( \frac{v_{\perp}^2}{2B} \hat{n} \cdot \nabla B + v_{\parallel}^2 \hat{n} \cdot (\hat{b} \cdot \nabla)\hat{b} \right) \cos \zeta \right.
\]

\[
\left. + \frac{v_{\parallel} v_{\perp}}{2} \left( \hat{n} \cdot (\hat{n} \cdot \nabla)\hat{b} - \hat{\phi} \cdot (\hat{\phi} \cdot \nabla)\hat{b} \right) \cos(2\zeta) \right]
\]

(C.5)

In deriving the above expressions we have used the fact that \(\nabla \cdot \vec{B} = 0\) and that \(dv_{\perp}^2 / dt = -dv_{\parallel}^2 / dt\) because of energy conservation. Since we also have

\[
\frac{d\zeta}{dt} = \frac{eB}{mc} + \text{H.O.T.}
\]

(C.6)
(Northrop, 1963), we can rewrite C.5 as

\[
\frac{d\mu}{d\zeta} = -\frac{m^2 c v_{\perp}}{e B^2} \left[ \left( \frac{v_{\perp}^2}{2B} \hat{n} \cdot \nabla B + v_{\parallel}^2 \hat{n} \cdot (\hat{b} \cdot \nabla) \hat{b} \right) \cos \zeta \right.
\]
\[
\left. + \frac{v_{\parallel} v_{\perp}}{2} \left( \hat{n} \cdot (\hat{n} \cdot \nabla) \hat{b} - \dot{\phi} \cdot (\dot{\phi} \cdot \nabla) \hat{b} \right) \cos (2\zeta) \right] \quad (C.7)
\]

which gives

\[
\Delta \mu = -\frac{m^2 c}{e} \text{Re} \int_{\zeta_i}^{\zeta_f} d\zeta \left[ \frac{v_{\perp}}{B^2} \left( \frac{v_{\perp}^2}{2B} \hat{n} \cdot \nabla B + v_{\parallel}^2 \hat{n} \cdot (\hat{b} \cdot \nabla) \hat{b} \right) e^{i\xi} \right.
\]
\[
\left. + \frac{v_{\parallel} v_{\perp}}{2} \left( \hat{n} \cdot (\hat{n} \cdot \nabla) \hat{b} - \dot{\phi} \cdot (\dot{\phi} \cdot \nabla) \hat{b} \right) e^{2i\xi} \right] \quad (C.8)
\]

We now calculate the integral in C.8 by going around the pole at \( \zeta_p \), where the magnetic field \( B \) vanishes, along the path shown in fig. C.1. The contribution of \( C_2 \) and \( C_4 \) is zero since they are at \( i\infty \), and \( C_1 \) and \( C_5 \) contribute higher order terms (Hastie et. al., 1969). As we shall see next, the integrand of C.8 also includes fractional powers in \( B \) so that the two parts of \( C_3 \) lie on either
side of a branch cut and therefore give a nonzero contribution. We therefore have

\[ \Delta \mu \approx -\frac{m^2 c}{e} \text{Re} \int_{C_3} \frac{d\zeta}{B^2} \left[ \frac{v^2_{\perp}}{2} \hat{n} \cdot \nabla B + v^2_{\parallel} \hat{n} \cdot (\hat{b} \cdot \nabla) \hat{b} \right] e^{i\zeta} \\
+ \frac{v_{\parallel} v_{\perp}}{2} \left( \hat{n} \cdot (\hat{n} \cdot \nabla) \hat{b} - \hat{\phi} \cdot (\hat{\phi} \cdot \nabla) \hat{b} \right) e^{2i\zeta}. \]  

(C.9)

We are now ready to apply C.9 to our model of the magnetotail fields, given by

\[ B_x = B_0 \tanh \left( \frac{z}{a} \right) \]
\[ B_z = B_0 \hat{b}. \]  

(C.10)

We will need the following relations

\[ \hat{n} \cdot \nabla B = -\frac{B_0 \tanh^2(z/a) \text{sech}^2(z/a)}{a \left[ b^2 + \tanh^2(z/a) \right]} \]
\[ \hat{n} \cdot (\hat{b} \cdot \nabla) \hat{b} = \frac{b^2}{a} \frac{\text{sech}^2(z/a)}{\left[ b^2 + \tanh^2(z/a) \right]^{3/2}} \]
\[ \hat{n} \cdot (\hat{n} \cdot \nabla) \hat{b} = -\frac{b \tanh(z/a) \text{sech}^2(z/a)}{a \left[ b^2 + \tanh^2(z/a) \right]^{3/2}} \]
\[ \hat{\phi} \cdot (\hat{\phi} \cdot \nabla) \hat{b} = 0. \]

As we shall see shortly, most of the contribution to the integral in Eq. C.9 comes from the vicinity of the pole where \( B \) vanishes. Since the neutral line is, if anywhere, on the \( z = 0 \) plane, we can use the small-\( z \) approximation and put \( \tanh(z/a) \approx (z/a) \), \( \text{sech}(z/a) \approx 1 \). We therefore get

\[ \hat{n} \cdot \nabla B = -\frac{B_0^2 b^2}{a^3 B^2} \]
\[ \hat{n} \cdot (\hat{b} \cdot \nabla) \hat{b} = \frac{B_0^2 b^2}{a B^3} \]  

(C.11)
\[ \hat{n} \cdot (\hat{n} \cdot \nabla) \hat{b} = -\frac{B_0^2 b z}{a^2 B^3} \]
where we have used $B = B_0 \sqrt{b^2 + (z/a)^2}$. Substituting these expressions into Eq. C.9 we obtain

$$
\Delta \mu = Re \left( - \frac{m^2 c}{e} \int C_3 d\zeta \frac{\sqrt{2} \mu^*}{B_0^{3/2}} \right) \\
\left[ \left( - \frac{\mu^* B_0^2 \zeta^2}{a^2 B^2} + (v^2 - 2\mu^* B) \frac{B_0 b z}{a B^2} \right) \text{e}^{i\zeta} \\
- \left( \sqrt{\frac{\mu^*}{2}} \sqrt{v^2 - 2\mu^* B} \frac{B_0^2 b z}{a^2 B^{5/2}} \right) \text{e}^{2i\zeta} \right] \quad (C.12)
$$

Where $\mu^* = \mu/m$ is a reduced magnetic moment per unit mass, the perpendicular velocity is given by $v_\perp = \sqrt{2\mu^* B}$ and the parallel velocity by $v_\parallel^2 = v^2 - 2\mu^* B$.

We see now why we were justified in making the small-$z$ approximation. Since we are moving along the imaginary $\zeta$ axis the integrant goes as $e^{-\zeta}$ and most of the contribution will come from the vicinity of the pole at $\zeta_p$. To find $\zeta_p$ we note that

$$
\zeta_p = \int^{t_p} \frac{\omega dt}{e} = \frac{e}{mc} \int^{s_p} \frac{ds}{v_\parallel} \frac{B}{B_0}
$$

If we now substitute $ds = B/(B_0 b)dz$ and $v_\parallel = \sqrt{v^2 - 2\mu^* B}$, and note that the pole occurs at $z_p = \pm iab$, we obtain

$$
\zeta_p = \zeta_0 + \frac{1}{mc B_0 b} \int_0^{z_p} \frac{B^2}{\sqrt{v^2 - 2\mu^* B}} dz \\
= \zeta_0 + \frac{ie a B_0 b^2}{mc v} \int_0^1 \frac{1 - x^2}{[1 - u'(1 - x^2)^{1/2}]} \frac{dx}{x}
$$

where we have put $z/(ab) = ix$ so that $dz = iab dx$, and $u' = 2\mu^* B_0 b/v^2 = \sin^2 \theta_0$ where $\theta_0$ is the pitch angle of the particle as it crosses the $z = 0$ plane. The integral in Eq. C.13 depends only on $u'$. For small $u'$ it can be expanded to give $F \approx 2/3 + (3\pi/32)u' + (1/15)u'^2$ which for small $u'$ varies slowly in the range 0.66-1.03. The integral can be expressed in terms of elliptic functions but the analytically much simpler expansion in small $u'$ is off by less than a factor of two from the exact value for $u' < 1$ (Coroniti, 1980). From here on
we will therefore assume for simplicity that \( F = 1 \), so that
\[
\zeta_p - \zeta_0 = i \frac{eaB_0 b^2}{mcv} = i\kappa^2.
\] (C.14)

If we now substitute \( \zeta = \zeta_p + i\eta = \zeta_0 + i\kappa^2 + i\eta \) into Eq. C.12 we obtain
\[
\Delta\mu = -\frac{m^2c}{e} \text{Im} \int_{C_\eta} d\eta \sqrt{2\mu^* B_0 b^2 \frac{B_0^3 b^2}{aB^3}} \cos \zeta_0 e^{-\kappa^2} e^{-\eta} \\
- \left( \frac{\mu^*}{2} \sqrt{v^* - 2\mu^* B \frac{B_0^3 b^2}{a^2 B^3}} \right) \cos(2\zeta_0) e^{-2\kappa^2} e^{-2\eta}. \] (C.15)

Where \( C_\eta \) is the contour in the \( \eta \)-plane corresponding to the contour \( C_3 \) in the \( \zeta \)-plane (cf. Fig. C.2). Dropping the \( \exp(-2\kappa^2) \) term as second order in the exponentially small parameter \( \exp(-\kappa^2) \) and keeping only the most divergent term \( B^{-9/2} \) from the remaining expression we obtain
\[
\Delta\mu = -\frac{m^2c}{e} \text{Im} \int_{C_\eta} d\eta \sqrt{2\mu^* v^2 \frac{B_0^3 b^2}{a} B^{-9/2}} \cos \zeta_0 e^{-\kappa^2} e^{-\eta} \] (C.16)

To evaluate this integral we need to relate \( B \) and \( \eta \). To do this we first note that
\[
B^2 = (B_0)^2 \left[ b^2 + \left( \frac{z}{a} \right)^2 \right] = \frac{B_0^2}{a^2} (z - z_p)(z - z_p')
\]
\[
\frac{B_0^2}{a^2} (z - z_p)(z - z_p) + z_p - z_p' \approx 2 \frac{B_0^2}{a^2} z_p (z - z_p)
\]
\[
= \frac{2i}{a} B_0 b \frac{B_0^3 b^2}{a} (z - z_p)
\] (C.17)

where the pole we are expanding around is at \( z = z_p = 2iab \) the other pole is at \( z = z_p' = -iab \), and we only keep first order terms. To relate \( z - z_p \) to \( \eta \) we use Eq. C.13 to obtain
\[
\zeta - \zeta_p \approx \frac{e}{mcB_0 b} \int_{z_p}^{z} \frac{B^2}{v} \, dz = i \frac{eB_0}{mcua} (z - z_p)^2
\]
\[
= \frac{1}{a\rho} (z - z_p)^2
\] (C.18)
Figure C.2: The integration path for the \( \eta \) integration.

where we used the expansion

\[
(v^2 - 2\mu^* B)^{-1/2} = (v^2 - v_\perp^2)^{-1/2} \approx \frac{1}{v} \left(1 + \frac{2\mu^* B}{v^2}\right)
\]

and only kept the zeroth order term in \( B \). Since \( \eta \) is defined by \( \zeta - \zeta_p = i\eta \) we can use C.18 and C.17 to get

\[
B^4 \approx 4B_0^4 e^2 (-\eta)
\]  \hspace{1cm} (C.19)

which gives

\[
B^{-9/2} = 4^{-9/8} B_0^{-9/2} e^{-9/8} b^{-9/4} (-\eta)^{-9/8}
\]

Substituting this expression into Eq. C.16 we obtain

\[
\Delta \mu = -\text{Im} \left[ \int_{c_o} (-\eta)^{-9/8} e^{-\eta} d\eta \right] \frac{mcw}{eB_0a} \sqrt{2\mu mv^2}
\]

\[
B_0^4 b^{-9/4} B_0^{-9/2} e^{-9/8} b^{-9/4} e^{-\kappa^2} \cos \zeta_0
\]

\[
= \frac{\pi}{2^{3/4} \Gamma(9/8)} \sqrt{\frac{\mu E}{B_0 b}} \kappa^{1/4} e^{-\kappa^2} \cos \zeta_0.
\]  \hspace{1cm} (C.20)

The path for the \( \eta \) integration is shown in Fig. C.2. It is related to the \( \Gamma \)-function via the Hankel integral.
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