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Abstract

The solution for the stability of ballooning mode equations in tokamaks with hot particles is presented. The system of equations requires solving a combined set of differential and integral-equations accounting for the detailed hot particle orbits. Special techniques are developed to describe the equilibrium, the linear set of matrix equations and the boundary conditions. A modified WKB technique is developed to treat the boundary conditions. A detailed discussion is given of how boundary conditions are determined. We rigorously show why, in some cases, the eigenfunction may be exponentially growing with an outgoing group velocity. Sample results are presented.
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1 Introduction

A frequently proposed concept for improving plasma confinement is to use energetic particles. This idea has been studied in such varied devices as astron\textsuperscript{1,2}, field reversed \j pinch\textsuperscript{3}, Elmo\textsuperscript{4}, bumpy Tori\textsuperscript{5,6}, and mirror machines\textsuperscript{7}. The currents produced by such particles form min-\textit{B}-wells that would produce MHD stability if the hot particles were completely decoupled from the background plasma\textsuperscript{8,9,10}. However, it is important to ascertain how energetic the hot particles need to be in order for them to behave in a manner that is different from an MHD fluid, and whether or not there are additional modes of oscillation that can cause instability.

To answer some aspects of these questions for hot particles in tokamaks, we have developed a numerical method for solving the integral equation for ballooning modes in tokamaks in the high bounce frequency limit. Integral equations for ballooning-like modes in tokamaks have been studied extensively for trapped particle instabilities\textsuperscript{11,12}. Only recently has the hot particle problem been of interest. Some numerical and analytic theories have been presented\textsuperscript{13–18}. We have developed a code that can treat arbitrary hot particle distribution functions; our inversion technique does not depend on knowing beforehand the form of the perturbed eigenfunctions.

In solving the integro-differential set of equations, several conceptual physical and numerical issues must be solved. They are as follows: (1) An equilibrium model is needed; it is found by using a method developed by Rosenbluth, et al.\textsuperscript{10} that considers a circular flux surface under the assumption of large aspect ratio. (2) Boundary conditions are required for the linearized equations. We show that outgoing wave boundary conditions should be invoked. We introduce a modified WKB method in order to apply the boundary conditions accurately and efficiently. The outgoing waves give a dissipative mechanism that is crucial to the stability properties of the problem. The WKB method allows accurate numerical solutions to be obtained by integrating only over a few (2-3) poloidal periods. (3) The question of mode localization is a crucial aspect of this study. For many equilibrium parameters we find that modes do not localize spatially. In such cases we show that stability requires an investigation of the continuous spectrum which is the wave spectrum found by
studying the operator in the limit that the distance along a field line becomes large. In the Appendix we generalize the method used for describing convective and absolute instabilities, to show that if the continuous spectrum can be stabilized, the global eigenmodes will be spatially localized.

The primary purpose of this paper is to present the numerical techniques and the theory needed to obtain correct numerical solutions. A more complete study of the physical issues will be presented elsewhere.\textsuperscript{17,18}

2 Basic Equations

The equations that we will use to describe electromagnetic perturbations arising in tokamak and mirror systems containing energetic particles have been derived by several authors.\textsuperscript{19,20} We expect mode frequencies to be on the order of the energetic particle magnetic drift frequency. Thus, we can assume that the energetic particle bounce frequency $\omega_b$ is large relative to the mode frequency and the magnetic drift frequency if $\omega_b > \omega_d$. Their ratio can be written approximately as

$$\frac{\omega_b}{\omega_d} \sim \frac{1}{\ell} \frac{v_{\parallel}}{v_{\perp}} \frac{r}{a_L} \frac{R}{L},$$

where $\ell$ is the toroidal mode number, $v_{\parallel}/v_{\perp}$ is the ratio of the parallel to perpendicular velocities for the trapped species; $a_L$ is a typical Larmor radius; $r$ is the radial scale length for the device, and $R$ is the radius of curvature of its magnetic mirror field (the major radius). $L$ represents the typical length of a bounce orbit. Because of the appearance of $r/a_L$ here, the large bounce frequency approximation is excellent for electrons, and quite accurate for ions if $\ell \lesssim 10$.

We will take as our starting point the high-mode-number (i.e. short perpendicular wavelength) limit of the expression for the quadratic form obtained by Antonsen and Lee.\textsuperscript{19} In this limit the most unstable modes vary rapidly across the field lines and slowly along them. They arrived at this result from the linearized guiding center equations of motion derived from the bounce-averaged drift-kinetic equation. For simplicity, we do not consider here the equilibrium electrostatic potential effects included in their treatment.

The magnetic field displacement vector is written in the form $\mathbf{\xi} = \hat{\mathbf{\xi}}(\mathbf{x}) \exp[iS(\mathbf{x})]$, where $S$ is the eikonal with $\hat{\mathbf{b}} \cdot \nabla S = 0$; it provides the short wavelength behavior perpendicular
to the magnetic field. $\xi$ is a slowly varying amplitude; it can be decomposed into two components: $\xi = X\hat{b} \times \nabla S + Y\nabla S$. To prevent the compressional term from dominating, we must have $Y \ll X$. Then

$$
\frac{1}{2} \int d^3x \left[ \sigma |\nabla S|^2 |\hat{b} \cdot \nabla (XB)|^2 + \tau |\hat{Q}_L|^2 - |XB|^2\hat{\varepsilon} \cdot \kappa \left( \frac{\sigma}{\tau} \hat{\varepsilon} \cdot \hat{\nabla} P_\perp + \hat{\varepsilon} \cdot \hat{\nabla} P_\parallel \right) \right] \\
- \rho \omega (\omega - \omega^*_{\perp}) |XB|^2 |\nabla S|^2 - \sum_{\varepsilon, \hat{\varepsilon}} m \int d^3v \left\{ \left( v_\|^2 \hat{\varepsilon} \cdot \kappa (XB) + \mu \left[ \hat{Q}_L + B \frac{\sigma}{\tau} \hat{\varepsilon} \cdot \kappa (XB) \right] \right) \right\}^2 \\
\times \frac{\omega - \omega^*_d}{\omega - \langle \omega_d \rangle} \frac{\partial F}{\partial E} \right\} = 0,
$$

where

$$\sigma = 1 + \frac{P_\perp - P_\parallel}{B^2}, \quad \tau = 1 + \frac{1}{B} \frac{\partial P_\parallel}{\partial B}, \quad \hat{\varepsilon} = \frac{\hat{b} \times \nabla S}{B}, \quad \kappa = \hat{b} \cdot \nabla \hat{b},$$

$$\hat{b} = B/B, \quad \hat{Q}_L = Q_L - \frac{\sigma}{\tau} B \hat{\varepsilon} \cdot \kappa, \quad Q_L = B_\parallel + \hat{\varepsilon} \cdot \nabla B,$$

$$B_\parallel = \hat{b} \cdot \nabla \times (\hat{\xi} \times B), \quad \nabla = \nabla - \nabla B \frac{\partial}{\partial B}, \quad \rho = m \varepsilon n_i, \quad \omega^*_d = \frac{B}{\Omega} \frac{\varepsilon \cdot \nabla F}{\partial F/\partial E},$$

$$\omega_d = \frac{B}{\Omega} \left( v_\|^2 \hat{\varepsilon} \cdot \kappa + \mu \hat{\varepsilon} \cdot \nabla B \right), \quad \mu = \frac{v_\|^2}{2B}, \quad E = \mu B + v_\|,$$

$$\langle \ldots \rangle \equiv \frac{\int d\ell (\ldots) / |v_\| |}{\int d\ell / |v_\| |}.$$ 

$\Omega = qB/m$=cyclotron frequency, $m$ and $q$ are the particle mass and charge, respectively.

To get a form appropriate for a three component plasma such as in EBT, the kinetic term for the core electrons and ions is replaced by the conventional form in which $\omega \sim \omega^* \gg \omega_d$. The term $\omega^*_i = \frac{-B}{m \varepsilon n_i} \sum_j \frac{\hat{\varepsilon} \cdot \nabla P_{\perp,i}}{\Omega_j}$ representing the ion diamagnetic drift has been included in the quadratic form. For example, this term follows from the work of Catto, Hastie, and Connor\textsuperscript{20} if $\beta \equiv \frac{2(P_{\perp} + P_{\parallel})}{B^2}$ is sufficiently small. The subscript “i” refers to ions.

We now set $\phi = XB$ in Eq. (1) and vary with respect to $\phi^*$ and $Q^*_L$ so that

$$B \cdot \nabla \left[ \sigma |\nabla S|^2 \left( \frac{\nabla \cdot \phi}{B^2} \right) \right] + \sigma B \hat{\varepsilon} \cdot \kappa \left( Q_L - \frac{\sigma}{\tau} \varphi B \hat{\varepsilon} \cdot \kappa \right)$$

$$+ \varphi \hat{\varepsilon} \cdot \kappa \left( \frac{\sigma}{\tau} \hat{\varepsilon} \cdot \hat{\nabla} P_{\perp} + \hat{\varepsilon} \cdot \hat{\nabla} P_{\parallel} \right) + \omega (\omega - \omega^*_i |\nabla S|^2 V_A^2 \varphi$$

$$= m_h \int d^3v \frac{\omega - \omega^*_d}{\omega - \langle \omega_d \rangle} \frac{\partial F_h}{\partial E} v_\|^2 \hat{\varepsilon} \cdot \kappa \left( \langle v_\|^2 \hat{\varepsilon} \cdot \kappa \varphi + \mu Q_L \rangle \right),$$

(2)
and
\[
\tau(Q_L - \frac{\sigma}{\tau} \varphi B \hat{e} \cdot \kappa) = m_h \int d^3v \frac{\omega - \omega^*}{\omega - \langle \omega_d \rangle} \frac{\partial F_h}{\partial E} \mu \left( \left\langle v^2_r \hat{e} \cdot \kappa \varphi + \mu Q_L \right\rangle \right),
\]
where \( \varphi \) represents the perturbed electrostatic potential, and \( Q_L \) is the parallel (to the equilibrium field) perturbed magnetic field in the Lagrangian frame. \( V^2_A = B^2/\rho \) is the square of the Alfvén velocity. The subscript "h" refers to the energetic species.

Since the energetic particles are trapped in a rather shallow magnetic well, their parallel pressures and velocities are much smaller than the perpendicular values. In particular, it can be shown that \( v^2_r \sim (r/R)v^2_\perp \) (\( r \) and \( R \) are the minor and major radii of the torus, respectively). These quantities then enter into the equation a factor of order \( \sim r/R \) smaller than the dominant terms. Thus, we can reasonably neglect the parallel velocity and pressure effects for the trapped particles, resulting in a significantly simplified set of equations,

\[
B \cdot \nabla \left[ \frac{|\nabla S|^2}{B^2} (B \cdot \nabla \varphi) \right] + \sigma B \hat{e} \cdot \kappa \left( Q_L - \frac{\sigma}{\tau} \varphi B \hat{e} \cdot \kappa \right) + \varphi \hat{e} \cdot \kappa \left( \frac{\sigma}{\tau} \hat{e} \cdot \nabla P_\perp + e \nabla P_{||e} \right) + \omega (\omega - \omega^*) \frac{|\nabla S|^2}{V^2_A} \varphi = 0,
\]

\[
\tau \left( Q_L - \frac{\sigma}{\tau} \varphi B \hat{e} \cdot \kappa \right) = m_h \int d^3v \frac{\omega - \omega^*}{\omega - \langle \omega_d \rangle} \frac{\partial F_h}{\partial E} \mu^2 \left\langle Q_L \right\rangle.
\]

Because of the remaining integral term in Eq. (5), these equations are still very difficult to solve analytically. However, some progress can be made if the trapped particles are assumed to be deeply trapped;\textsuperscript{10,15} that is, the bounce averages cover only a short distance along the field line, and we can assume for some variable, \( \alpha : \langle \alpha \rangle \simeq \alpha (s = s_0) \), where \( s_0 \) is the center point of the bounce trajectory. Also, evaluating the velocity integral can be facilitated if it is appropriate to assume \( \omega \ll \langle \omega_d \rangle \). This procedure was implemented by Rosenbluth et al.\textsuperscript{10} and by Connor et al.\textsuperscript{13} to obtain a simplified numerical model. Their results indicated that the energetic particles could indeed stabilize the MHD-like ballooning modes (if one assumes \( \omega \ll \langle \omega_d \rangle \)) and allow access to the second-stability region.\textsuperscript{21} Since we seek to treat modes having \( \omega \lesssim \langle \omega_d \rangle \) (the precessional drift-resonant instability) as well as the more familiar case in which \( \omega \ll \langle \omega_d \rangle \), their low frequency assumption is not valid. We would also like to be able to consider distribution functions containing large percentages of nearly marginally-trapped particles (sloshing ion distributions); thus, the
deeply trapped approximation is not applicable either. As a result, we must numerically solve Eqs. (4) and (5) as they are written above.

Some simplicity is achieved by considering a large aspect ratio equilibrium in which the flux surfaces are shifted circles. If the plasma beta is small with a sharp gradient, reasonable results can be obtained analytically for the various equilibrium quantities needed. We write the magnetic field in the Clebsch form, \( B = \nabla \psi \times \nabla \beta \). \( \psi \) is the solution of the anisotropic equilibrium equation derived by Grad,

\[
R^2 \nabla \cdot (R^{-2} \nabla \psi) + \nabla \psi \cdot \nabla \ln \sigma = -\frac{1}{\sigma^2} \frac{\partial G(\psi)}{\partial \psi} - \frac{R^2 \partial P_{\parallel}(\psi)}{\sigma},
\]

where \( R \) is the cylindrical coordinate representing the major radius of the torus, \( G = 1/2(\sigma R B_T)^2 \) (\( B_T \) is the toroidal component of the magnetic field; note that \( G \) is a function of \( \psi \) only), and \( \sigma = 1 + (P_\perp - P_{\parallel})/B^2 \). We will use a flux coordinate system \((\psi, \vartheta, \zeta)\) to describe the equilibrium. The eikonal \( S \) is usually written in the form

\[
S = n(\vartheta - \zeta),
\]

with

\[
B = \nabla \psi \times \nabla \beta = \nabla \psi \times \nabla (\vartheta - \zeta);
\]

we assume \( \nabla S = n \nabla \beta \), although \( S \) is in general also a function of \( \psi \). To determine an expression for \( k_\perp = \nabla S \), we need to calculate \( \nabla \vartheta \) so that we can use Eq. (7). Equivalently, we can calculate \( \nabla \beta \).

\[
\nabla \beta = \frac{B \cdot \nabla \psi}{|\nabla \psi|^2} + \lambda \nabla \psi,
\]

and it can be shown that \( \lambda \) is given by

\[
B_p \cdot \nabla \lambda = \nabla \cdot \left( \frac{B_T}{R} \frac{\nabla \psi}{|\nabla \psi|^2} \right),
\]

where \( B_p \) is the poloidal component of the magnetic field.

To solve the equilibrium equation, we will assume large aspect ratio \((r/R \ll 1)\), low-\( \beta \) \((\beta \ll 1)\), and localized gradients \([\Delta \equiv (\nabla \ln P)^{-1} \ll r] \), so that the flux surfaces are, to first order in \( \varepsilon = r/R \), shifted circles. We use a coordinate system in which \( R = R_0 + r \cos \vartheta \) and expand \( \psi \) in powers of \( \varepsilon \):

\[
\psi(r, \vartheta) = \psi_0(r) + \psi_1(r, \vartheta) + \cdots.
\]
In this coordinate system, \( B_T \approx B_{T0}(1 - \varepsilon \cos \vartheta) \), \( B_p = B_{p0}(r) + O(\varepsilon) \), \( B_{p0} = (\partial \psi_0/\partial r)/R_0 \), \( B_p/B_T \approx O(\varepsilon) \), and the safety factor \( q = rB_{T0}/R_0B_{p0} + O(\varepsilon) \). First, we note that the term \( \nabla \psi \cdot \nabla l n \sigma \) in Eq. (6) is \( \sim \varepsilon^2 \) smaller than \( (R^2/\sigma) \partial P_\|/\partial \psi \), so that it may be dropped. Except in \( G(\psi) \), we can set \( \sigma = 1 \) due to the low-\( \beta \) and short gradient scale length approximations.

Using these results, we can now write

\[
R^2 \nabla \cdot (R^{-2} \nabla \psi) = -\frac{\partial}{\partial \psi} \left( G + R_0^2 P_c \right) - 2rR_0 \cos \vartheta \frac{\partial P_c}{\partial \psi} + O(\varepsilon^2),
\]

where we have assumed that \( \partial P_{||}/\partial \psi \sim \varepsilon \partial P_c/\partial \psi \); this follows from the trapped particle nature of the hot species with the understanding that \( P_{\perp h} \sim P_c \).

We define the lowest-order part of the right hand side of Eq. (12):

\[
J(\psi) \equiv \frac{\partial}{\partial \psi} \left( G + R_0^2 P_c \right) + R_0^2 \frac{\partial P_{|| h}}{\partial \psi}.
\]

Then,

\[
R^2 \nabla \cdot (R^{-2} \nabla \psi_0) = -J(\psi_0),
\]

and

\[
R^2 \nabla \cdot (R^{-2} \nabla \psi_1) = -2rR_0 \cos \vartheta \frac{\partial P_c}{\partial \psi}(\psi_0) - R_0^2 \left( \frac{\partial P_{|| h}}{\partial \psi} - \frac{\partial P_{|| h}}{\partial \psi} \right) - \psi_1 \frac{\partial J}{\partial \psi}(\psi_0).
\]

It can be shown that the last term in Eq. (14) is smaller than the others by a factor of \( \Delta/r \), and can be neglected in our approximation. Using similar orderings, we find that

\[
\nabla \cdot \left( \frac{B_T \nabla \psi}{R(\nabla \psi)^2} \right) = \frac{1}{rR_0} \frac{\partial q}{\partial r} + \frac{B_{T0}}{rR_0B_{p0}} \frac{1}{rR_0} \frac{\partial \psi_1}{\partial r} \left( \frac{\partial \psi_1}{\partial r} \right) + O\left( \frac{\varepsilon^2}{r} \right).
\]
Then, from Eqs. (9), (14) and (15),

$$\lambda = \frac{1}{B_{\rho_0} R_0} \frac{\partial q}{\partial r} (\vartheta - \vartheta_k) + \frac{2B_{\psi_0} r^2}{R_0 B_{\rho_0}^3} \frac{\partial P_{\psi}}{\partial \varphi} (\sin \vartheta - \sin \vartheta_k) + \frac{B_{\psi_0}}{R_0 B_{\rho_0}^2} \int_{0}^{\vartheta} d\vartheta' \frac{\partial}{\partial \varphi} \left( P_{|||} - \bar{P}_{|||} \right); \quad (16)$$

here, $\vartheta_k$ is introduced as the origin of the integrations and represents the radial wavenumber. In tokamak geometry, the variable along the field line, $\vartheta$, is extended to cover the range $-\infty < \vartheta < +\infty$. It will be convenient to write the trapped particle pressure functions in the form

$$P_{|||}(\vartheta) = 2\bar{P}_{|||} \rho(\psi)(\vartheta/R_0) p_{||}(\vartheta) \quad (17)$$

and

$$P_{|||}(\vartheta) = \bar{P}_{|||} \rho(\psi) p_{||}(\vartheta), \quad (18)$$

with $p_{||}(\vartheta = 0) = 1$, $p_{|||}(\vartheta \mod 2\pi > \vartheta_0) \equiv 0$, and $\rho(\psi)$ containing all of the radial dependence. It follows that

$$\lambda \nabla \psi = \frac{q}{r} \left\{ \frac{S(\vartheta - \vartheta_k) - \alpha_c (\sin \vartheta - \sin \vartheta_k) - \alpha_h [g(\vartheta) - g(\vartheta_k)]}{r} \right\} \hat{r} + O(\varepsilon), \quad (19)$$

where

$$S \equiv \frac{r \frac{\partial q}{\partial r}}{\frac{q}{\partial \varphi}},$$

$$\alpha_c \equiv \frac{2r^2}{B_{\rho_0}} \frac{\partial P_{c}}{\partial \varphi},$$

$$\alpha_h \equiv \frac{2r^2}{B_{\rho_0}} \bar{P}_{|||} \frac{\partial \rho}{\partial \varphi},$$

$$g(\vartheta) = \begin{cases} p(\vartheta) - \frac{\vartheta}{\pi} p(\vartheta_0) & 0 < \vartheta < \vartheta_0 \\ \left( 1 - \frac{\vartheta}{\pi} \right) p(\vartheta_0) & \vartheta_0 < \vartheta < 2\pi - \vartheta_0 \quad \vartheta = \vartheta \mod 2\pi, \\ \left( 2\pi - \vartheta \right) p(\vartheta_0) - p(2\pi - \vartheta) & 2\pi - \vartheta_0 < \vartheta < 2\pi \end{cases}$$

and

$$p(\vartheta) = \int_{0}^{\vartheta} d\vartheta' p_{||}(\vartheta').$$

Finally,

$$\nabla \beta = \frac{q}{r} \left[ \frac{\vartheta + h(\vartheta)}{r} \right], \quad (20)$$
with \( h(\vartheta) = S(\vartheta - \vartheta_k) - \alpha_c(\sin \vartheta - \sin \vartheta_k) - \alpha_h[g(\vartheta) - g(\vartheta_k)] \).

The next section of this chapter will examine trapped particle distributions that are peaked near \( \vartheta = 0 \). We will model this with the distribution function

\[
F_h[\mu, E, \psi(r)] = \begin{cases} 
\alpha_F \left[ 1 - \frac{(r - r_0)^2}{\Delta r^2} \right] (\mu B_e - E) e^{-E/T} & \frac{E}{B_c} < \mu < \frac{E}{B_{\min}} \\
0 & 0 < \mu < \frac{E}{B_c},
\end{cases}
\]  

(21)

where

\[
\alpha_F = \frac{4\hat{P}_{\perp h}}{m_h \sqrt{2\pi} T^{r/2}} \frac{1}{\left(1 - \frac{B_{\min}}{B_c}\right)^{3/2}} \left(1 + \frac{4B_c}{B_{\min}}\right),
\]

\( B_{\min} = B(\vartheta = 0), B_c = B(\vartheta = \vartheta_0), \) and \( \vartheta_0 \) represents the maximum extent of the hot particles in \( \vartheta \) mod \( 2\pi \). It can then be shown that

\[
p_{\perp}(\vartheta) = \frac{(1 - B/B_c)^{3/2}(1 + 4B_c/B)}{(1 - B_{\min}/B_c)^{3/2}(1 + 4B_c/B_{\min})},
\]

and

\[
p_{\parallel}(\vartheta) = \frac{R_0 B_c}{r} \frac{(1 - B/B_c)^{5/2}}{B (1 - B_{\min}/B_c)^{3/2}(1 + 4B_c/B_{\min})}.
\]

Note that to within factors of order \( \varepsilon \), \( p_{\perp}(\vartheta) \sim (\cos \vartheta - \cos \vartheta_0)^{3/2}/(1 - \cos \vartheta_0)^{3/2} \).

We will also consider two “sloshing” distributions in which \( p_{\perp}(\vartheta) \) peaks near \( \vartheta_0 \). The first one again contains only trapped particles and is given by

\[
F_h[\mu, E, \psi(r)] = \begin{cases} 
\alpha_F \left[ 1 - \frac{(r - r_0)^2}{\Delta r^2} \right] \frac{(\mu B_e - E) e^{-E/T}}{1 + \frac{(\mu B_e/E - 1)^2}{\Delta \lambda^2}} & \frac{E}{B_c} < \mu < \frac{E}{B_{\min}} \\
0 & 0 < \mu < \frac{E}{B_c},
\end{cases}
\]  

(22)

where

\[
\alpha_F = \frac{16B_c^{3/2} \hat{P}_{\perp h}}{15\sqrt{\pi} m_h T^{r/2} C(0)},
\]

\[
C(\vartheta) = B^{3/2} \int_1^{B_c/B} \frac{d\lambda \lambda}{\sqrt{B_c/B - \lambda}} \left[ \frac{(\lambda - 1)}{1 + \frac{(\lambda - 1)^2}{\Delta \lambda^2}} \right],
\]

so that \( p_{\perp}(\vartheta) = C(\vartheta)/C(0) \). Now, \( p_{\perp}(\vartheta) \) and \( p_{\parallel}(\vartheta) \) cannot be calculated analytically. Instead, they are computed numerically on a grid at the beginning of the program, and values at arbitrary \( \vartheta \) are obtained by interpolation.
We also consider a distribution containing circulating as well as trapped energetic particles:

\[ F_h[E, \mu, \psi(\tau)] = \alpha_F \left[ 1 - \frac{(r - r_0)^2}{\Delta^2} \right] \frac{E e^{-E/T}}{1 + \left( \frac{\mu B_c/E - 1}{\Delta \lambda^2} \right)^2}, \tag{23} \]

where in this case

\[ C(\vartheta) = B^{3/2} \int_0^{B_c/B} \frac{d\lambda \lambda}{\sqrt{B_c/B - \lambda}} \frac{1}{1 + \left( \frac{(\lambda - 1)^2}{\Delta \lambda^2} \right)^2}, \]

and \( \vartheta_0 \equiv \pi \). The normalization factor \( \alpha_F \) is the same as for Eq. (22). In the limit of high transit frequency (analogous to the bounce frequency for trapped particles), the passing particles do not contribute to the kinetic term.\(^{23}\) Thus, the magnetic moment integral in Eq. (3) ranges from \( E/B_c \) to \( E/B \) in all cases so that only trapped particles are included.

The parameter \( \Delta \lambda \) in Eqs. (22) and (23) allows the shape of the perpendicular pressure profile to be varied continuously from one peaking at \( \vartheta = 0 (\Delta \lambda \gg 1) \) to one peaking near \( \vartheta = \vartheta_0 (\Delta \lambda \ll 1) \). These sloshing distributions are introduced in an attempt to stabilize the high frequency (\( \omega \lesssim \langle \omega_d \rangle \)) precessional mode. The physical motivation for this choice and the detailed results of the investigation will be reported elsewhere.\(^{17,18}\)

Before inserting the equilibrium functions into Eqs. (4) and (5), we note that numerical solution of the equations will be simplified if we change to new variables,

\[ \delta Q \equiv Q_L - \frac{\sigma}{\tau} \varphi B \hat{e} \cdot \kappa; \]

\[ \phi \equiv (1 + h^2)^{1/2} \varphi; \]

note that \( \delta Q = 0 \) in regions where there are no energetic particles. Thus, Eqs. (4) and (5) become

\[ D_{\phi} \phi \equiv \sigma \frac{d^2 \phi}{d\vartheta^2} - \frac{\sigma \phi}{1 + h^2} \left[ (dh/d\vartheta)^2 \right] (1 + h^2) + \left( \frac{d\phi}{d\vartheta} - \frac{h \frac{dh}{d\vartheta} \phi}{1 + h^2} \right) \frac{d\sigma}{d\vartheta} \]

\[ + \frac{\phi}{(1 + h^2)^2} D(\vartheta) \left\{ \frac{\alpha_c}{2} \left( 1 + \frac{\sigma}{\tau} \right) + \frac{\alpha_h \sigma}{2 \tau} p_{\perp}(\vartheta) \right\} + \frac{q^2 R_0^2}{V_a^2} \omega (\omega - \omega^*_i) \phi \]

\[ = \frac{q R_0 \sigma D(\vartheta)}{(1 + h^2)^{1/2}} \delta Q, \tag{24} \]

and

\[ \tau \delta Q = m_h \int d^3 v \frac{\omega - \omega^*_i}{\omega - \langle \omega_d \rangle} \mu^2 \frac{\partial F_h}{\partial E} \left[ \langle \delta Q \rangle + \frac{q}{\tau R_0} \left\langle \frac{\sigma}{\tau} \frac{D(\vartheta) \phi}{(1 + h^2)^{1/2}} \right\rangle \right], \tag{25} \]
where \( D(\vartheta) = \cos \vartheta + h(\vartheta) \sin \vartheta \). We write \( \omega_\ast i \) as

\[
\omega_\ast i = -\omega_0 \left( \alpha_e + \frac{2Z_j m_i}{Z_i m_i} \left( \frac{1 - \tau}{\tau} \left[ \frac{2\sigma q^2 D(\vartheta)}{\tau} \right] + \frac{\alpha_h p_{\perp}(\vartheta)}{\tau} \right) \right),
\]

\[
\frac{\omega_0}{\omega_A} = \frac{n V_A}{4 \pi \Omega_i}, \quad \omega_A = \frac{V_A}{q R_0}.
\]

with \( Z_j \) the atomic number of species \( j \).

To solve Eqs. (24) and (25), we expand \( \delta Q \) and \( \phi \),

\[
\delta Q = \sum_{\ell=1}^{\infty} q_\ell f_\ell(\vartheta)
\]

\[
\phi = \phi_h(\vartheta) + \sum_{\ell=1}^{\infty} q_\ell \phi_\ell(\vartheta),
\]

with

\[
f_\ell(\vartheta) \equiv \begin{cases} 
\cos \left[ (2\ell - 1) \frac{\pi \tilde{\vartheta}}{2 \tilde{\vartheta}_0} \right] & |\tilde{\vartheta}| < \vartheta_0 \\
0 & |\tilde{\vartheta}| > \vartheta_0 
\end{cases} \quad \tilde{\vartheta} = \vartheta \mod 2\pi;
\]

\( \phi_h \) and the \( \phi_\ell \)'s are found by integrating

\[
D_{\vartheta \vartheta} \phi_h = 0,
\]

\[
D_{\vartheta \vartheta} \phi_\ell = \frac{q r R_0 D(\vartheta)}{(1 + h^2)^{1/2}} \delta Q
\]

over each \( 2\pi \) region in the range of \( \vartheta \), \( 0 < \vartheta < \infty \). Equation (28) is integrated with \( \phi_h = \phi \) and \( d\phi_h/d\vartheta = d\phi/d\vartheta \) at the beginning of an integration over one period. The same is done with Eq. (29), but \( \phi_\ell = 0 \) and \( d\phi_\ell/d\vartheta = 0 \) are employed as initial values.

Once the functional forms of \( \phi_h \) and \( \phi_\ell \) are known, they can be used to calculate the matrix elements of a set of linear equations for the \( q_\ell \)'s obtained from Eq. (25). Namely,

\[
\sum_{\ell=1}^{N} q_\ell A_{\ell\ell} = B_{\ell},
\]

\[
A_{\ell\ell} = \int_{0}^{\vartheta_0} d\vartheta \frac{\tau B_e}{B} f_\ell f_\ell + \frac{\alpha_h}{5(1 - \cos \vartheta)^{3/2} q^2 \varepsilon^2} \int_{1}^{\lambda_{\ell}} d\lambda \lambda^{3/2} \left\{ \frac{\Delta_r}{R} \left[ 1 - \frac{(r - r_0)^2}{\Delta_r^2} \right] \frac{\omega}{\omega_{d_0}} I_{5/2} \right. \\
+ \left. (\lambda - 1) \left( \frac{\omega}{\omega_{d_0}} \frac{\Delta_r}{R} \left[ 1 - \frac{(r - r_0)^2}{\Delta_r^2} \right] + 1 \right) I_{7/2} \right\} f_\ell \left\{ \bar{f}_\ell + \frac{\phi_\ell q^2 D(\vartheta)}{\tau (1 + h^2)^{1/2}} \right\},
\]
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\[ B' = -\frac{\alpha_h}{5(1 - \cos \vartheta)^{3/2}q^2e^2} \int_1^{\lambda_m} d\lambda \lambda^{3/2} \left\{ \frac{\Delta_r}{R} \left[ 1 - \frac{(n - r_0)^2}{\Delta_r^2} \right] \frac{\omega}{\omega_{d0}} I_{s/2} \right\} \]

\[ + (\lambda - 1) \left( \frac{\omega R}{\omega_{d0}} \left[ 1 - \frac{(n - r_0)^2}{\Delta_r^2} \right] + 1 \right) I_{T/2} \left\{ \frac{\phi_h \sigma q^2 D(\varphi)}{\tau(1 + h^2)^{1/2}} \right\}, \]

where we have defined

\[ \lambda_m = \frac{1 - \varepsilon \cos \vartheta}{1 - \varepsilon}, \quad \lambda = \frac{\mu B_c}{E} = \frac{1 - \varepsilon \cos \vartheta_0}{1 - \varepsilon \cos \vartheta_T(\lambda)}, \quad \omega_{d0} = \frac{nqT}{eR\Omega_h}, \]

\[ \Omega_h = \text{hot particle cyclotron frequency}, \]

\[ \bar{\alpha} = \frac{1}{2} \int_{-\theta_T(\lambda)}^{\theta_T(\lambda)} d\theta \frac{\alpha(\vartheta)}{\cos \vartheta - \cos \vartheta_T}, \]

\[ I_{s/2} = \frac{1}{\sqrt{\pi}} \int_0^{\infty} \frac{dz z^{5/2} e^{-z}}{I_1 \omega_{d0} + \lambda z f(\lambda)}, \]

\[ I_{T/2} = \frac{1}{\sqrt{\pi}} \int_0^{\infty} \frac{dz z^{7/2} e^{-z}}{I_1 \omega_{d0} + \lambda z f(\lambda)}. \]

We also calculate

\[ \frac{1}{\sqrt{\pi}} \int_0^{\infty} \frac{dz z^{5/2} e^{-z}}{a - z} = -\left[ \frac{3}{4} + \frac{a}{2} + a^2 + a^{5/2} Z(a^{1/2}) \right], \]

\[ \frac{1}{\sqrt{\pi}} \int_0^{\infty} \frac{dz z^{7/2} e^{-z}}{a - z} = -\left[ \frac{15}{8} + \frac{3a}{4} + \frac{a^2}{2} + a^3 + a^{7/2} Z(a^{1/2}) \right], \]

where

\[ Z(\zeta) = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} \frac{dte^{-t^2}}{t - \zeta} \]

is the definition of the plasma dispersion function\(^{24}\) valid for \(\text{Im}\zeta > 0\); its analytic continuation is used for \(\text{Im}\zeta \leq 0\). \(f(\lambda)\) and \(I_1\) arise in calculating \(\langle \omega_d \rangle / \omega_{d0}\) and can be expressed as

\[ f(\lambda) = I_2 + SI_3 - \alpha_c \left( I_4 + \frac{I_1 + I_1'}{2q^2} \right) - \alpha_h \left( I_5 + \frac{1}{2q^2} I_6 \right), \]

with

\[ I_1 = \int_0^{\theta_T} \frac{d\vartheta}{\sqrt{\cos \vartheta - \cos \vartheta_T}} = \sqrt{2} K(k), \]

\[ I_1' = \int_0^{\theta_T} \frac{d\vartheta}{\sqrt{\cos \vartheta - \cos \vartheta_T}} \frac{1 - \tau}{\tau} \rightarrow 0, \]

\[ I_2 = \int_0^{\theta_T} \frac{d\vartheta \cos \vartheta \sigma / \tau}{\sqrt{\cos \vartheta - \cos \vartheta_T}} \rightarrow \sqrt{2} [2E(k) - K(k)], \]
\[ I_3 = \int_0^{\sigma_T} \frac{d\vartheta d\vartheta \sin \vartheta \sigma / \tau}{\sqrt{\cos \vartheta - \cos \vartheta_T}} \to 4\sqrt{2}[(k^2 - 1)K(k) + E(k)], \]
\[ I_4 = \int_0^{\sigma_T} \frac{d\vartheta \sin^2 \vartheta \sigma / \tau}{\sqrt{\cos \vartheta - \cos \vartheta_T}} \to \frac{4\sqrt{2}}{3} [(1 - k^2)K(k) + (2k^2 - 1)E(k)], \]
\[ I_5 = \int_0^{\sigma_T} \frac{d\vartheta \sin \vartheta g(\vartheta) \sigma / \tau}{\sqrt{\cos \vartheta - \cos \vartheta_T}}, \]

and
\[ I_6 = \int_0^{\sigma_T} \frac{d\vartheta p_1(\vartheta)}{\sqrt{\cos \vartheta - \cos \vartheta_T}} \frac{1}{\tau}. \]

\( E(k) \) and \( K(k) \) are the elliptic integrals defined by
\[ E(k) = \int_0^{\pi/2} d\gamma \left( 1 - k^2 \sin^2 \gamma \right)^{1/2}, \]

and
\[ K(k) = \int_0^{\pi/2} d\gamma \left( 1 - k^2 \sin^2 \gamma \right)^{1/2}, \]

where \( k = \sin(\vartheta_T/2) \). The arrows above indicate that the closed-form expressions are valid only in the limit \( \sigma = \tau = 1 \). In general, these quantities must be computed numerically.

We now describe the boundary conditions to be applied at infinity. The integrations of Eqs. (24) and (25) are started at some large value of \( \vartheta \), \( \vartheta_m = 2\pi m, m=\text{integer} \). The secular term in \( h(\vartheta) \) is evaluated at \( \vartheta_m \),
\[ h(\vartheta) \approx S(\vartheta_m - \vartheta_k) - \alpha_c(\sin \vartheta - \sin \vartheta_k) - \alpha_h [g(\vartheta) - g(\vartheta_k)]; \quad (34) \]
a valid approximation for \(|\vartheta - \vartheta_m| < 2\pi \) and \( \vartheta_m \gg 2\pi \). Thus, with an error of order \( 1/\vartheta_m \), the coefficients of the differential equation (24) are purely periodic so that Floquet theory\(^{26}\) can be applied; the solutions must be of the form
\[ \phi(\vartheta) = \hat{\phi}(\vartheta)e^{ik\vartheta}, \quad (35) \]
with \( \hat{\phi}(\vartheta) \) a function of period \( 2\pi \), and \( k \) some complex constant. Note that \( k \) is actually a function of \( \vartheta_m \), \( k(\vartheta_m) \), as is the function \( \hat{\phi}(\vartheta) \). However, in the limit \( \vartheta_m \to \infty \), \( k \) becomes a constant. This suggests an analogy with WKB theory in which the solution can be expressed in the form
\[ \phi(\vartheta) = \hat{\phi}(\vartheta) \exp \left[ i \int^{\vartheta} k(\vartheta') d\vartheta' \right], \]
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where now $\phi$ is roughly periodic with period $2\pi$ and changes over larger scale lengths. If we write

$$\int_{-\vartheta}^{\vartheta} k(\vartheta')d\vartheta' = \int_{m}^{\vartheta} k(\vartheta')d\vartheta' + \int_{m}^{\vartheta} k(\vartheta')d\vartheta',$$

treat the first piece as a constant, and expand $k(\vartheta')$ about $\vartheta_m$, we get

$$\int_{-\vartheta}^{\vartheta} k(\vartheta')d\vartheta' \approx k(\vartheta_m) \cdot (\vartheta - \vartheta_m) + \frac{(\vartheta - \vartheta_m)^2}{2} \frac{dk\vartheta_m}{d\vartheta} + \cdots .$$  (36)

The first term is the piece we pick up in expressing $\phi(\vartheta)$ as in Eq. (35) and provides a local approximation to the global WKB-like solution at $\vartheta_m$.

To calculate $k$, we first integrate Eqs. (24) and (25), using Eq. (34) for $h(\vartheta)$, over $\vartheta_m - \pi$ to $\vartheta_m + \pi$ starting with $\phi(\vartheta_m - \pi) = 0$, $\frac{d\phi}{d\vartheta}(\vartheta_m - \pi) = 1$, and label the resulting values at $\vartheta_m + \pi$, $\phi_1 \equiv \phi(\vartheta_m + \pi)$, $\phi_1' \equiv \frac{d\phi}{d\vartheta}(\vartheta_m + \pi)$. Similarly, we integrate from $\vartheta_m - \pi$ to $\vartheta_m$ with $\phi(\vartheta_m + \pi) = 0$, $\frac{d\phi}{d\vartheta}(\vartheta_m + \pi) = 1$ to get $\phi_2 \equiv \phi(\vartheta_m - \pi)$ and $\phi_2' \equiv \frac{d\phi}{d\vartheta}(\vartheta_m + \pi)$. Using the expression for $\phi$ given in Eq. (35), it can be shown that

$$k(\vartheta_m) = \frac{i}{2\pi} \ln \left\{ \frac{1}{2} \left( \phi_2' - \phi_2 \frac{\phi_1'}{\phi_1} \right) \pm \frac{1}{2} \left[ (\phi_2' - \phi_2 \frac{\phi_1'}{\phi_1})^2 + 4\phi_2/\phi_1 \right]^{1/2} \right\},$$  (37)

and we actually obtain two values for $k(\vartheta_m)$. We will be interested in temporally growing modes, so a spatially damped response is generally appropriate, $\text{Im}k > 0$. We check to see that this choice also yields outgoing waves, $\text{Re}(\partial\omega/\partial k) > 0$. These two criteria are usually compatible; if they are not, we need a special treatment, as discussed in Sec. IV and the appendix. We can then find a value for $d(\ln \phi)/d\vartheta$ at $\vartheta_m$ - the boundary condition at infinity we need to begin the actual integrations.

At this point, we reintroduce the secular term in $h(\vartheta)$, and go through the procedure previously described to find $\phi_k$, the $\phi_i$'s and $q_i$'s over the range $\vartheta = (2m-1)\pi$ to $(2m-3)\pi$. This process is repeated until the origin is reached. We set $\vartheta_k = 0$ and look for even eigenmodes. That is, the boundary condition we enforce at $\vartheta = 0$ is $d(\ln \phi)/d\vartheta = 0$. Odd eigenmodes could also be examined, if desired. The eigenfrequency $\omega$ is obtained via a shooting technique. For given $\omega$, Eqs. (24) and (25) are integrated from $\vartheta = \vartheta_m$ to $\vartheta = 0$; $d(\ln \phi)/d\vartheta(\vartheta = 0)$ is then a function of $\omega$. A zero of this function is sought with a secant method. Note that with $\alpha_h = 0$, Eq. (25) reduces to the standard MHD ballooning
equation. For this reason, we often start at \( \alpha_h = 0 \) with a known value of \( \omega = i \gamma_{\text{MHD}} \) and increase \( \alpha_h \) in small steps using the previous root as a guess for the eigenfrequency at the next point.

To demonstrate the effectiveness of the boundary conditions, we list in Table I the eigenfrequencies of three solutions to Eq. (24) with \( \alpha_h = 0 \) for various values of \( m \), where \( \vartheta_m = 2\pi m \). For case (i), \( S = 1 \), \( \varepsilon = r/R_0 = 0.2 \), and \( \alpha_e = 0 \). This is an example of one of the discrete toroidal eigenmodes that appears in the shear Alfvén continuum when the effects of the variation of magnetic field strength along a field line are included. In particular, the \( \frac{1}{V_A^2} \) factor leads to a field line dependence \( \frac{1}{V_A^2} \propto (1 + 2\varepsilon \cos \vartheta) \) in the inertia term; these modes were discussed in detail by Cheng, Chen and Chance.\(^{26}\) Note that \( \Omega = \omega/\omega_A \) is correct to four decimal places even if \( m = 1 \). In case (ii) we consider an MHD ballooning root with \( S = 0.6 \), \( \varepsilon = 0.2 \), and \( \alpha_e = 0.8 \). With \( m = 2 \), we obtain five digits of accuracy and have \( \Omega \) correct for all digits computed here if \( m \geq 3 \). However, at smaller values of \( S \), the eigenfunctions spread out in \( \vartheta \), and the level of accuracy drops a bit. This is seen in case (iii) where \( S = 0.2 \), \( \varepsilon = 0.2 \), \( \alpha_e = 0.8 \).

3 Examples for Deeply Trapped Particles

In this section we examine cases in which the particles are confined close to the minimum magnetic field region of the tokamak. For example, this is the sort of distribution that would be introduced by near-perpendicular neutral beam injection. However, perpendicular injection on PDX\(^{27}\) led to the “fishbone” oscillations\(^{28}\) which appear to be due to a precessional drift resonance of the energetic particles with the internal kink mode.\(^{29}\) We will examine the effects these resonances have on high-mode-number ballooning modes in addition to the impact of the energetic particles on the nonresonant MHD ballooning mode.

Some of the parameters required to specify the problem will be fixed. Namely, we set \( S = 0.6 \), \( \alpha_e = 0.8 \), \( r/R_0 = 0.2 \), \( r = r_0 + \Delta_r/2 \), \( q = 2 \), \( m_i = m_h \), and \( q_i = q_h \). These choices were made to aid comparisons with similar theoretical work published previously.\(^{13–15}\) The remaining parameters are \( \vartheta_0 \), \( \omega_{\text{to}}/\omega_A \), and \( \alpha_h \). They will be varied in a systematic fashion to allow us an understanding of how they affect the stability of the system. Note that only
\( \omega_{d0}/\omega_A \) involves the mode number \( n \). We can get an idea of what values are reasonable by using PDX-like parameters\(^{28} \) to estimate \( \omega_{d0}/\omega_A \) and \( \omega_{*0}/\omega_{d0} \). With \( T_i = 3 \) keV, \( n_i = 3 \times 10^{18} \) cm\(^{-3} \), \( B = 2T \),

\[
\frac{\omega_{*0}}{\omega_{d0}} \approx (0.28) \left( \frac{100}{T_h/T_i} \right)
\]

and

\[
\frac{\omega_{d0}}{\omega_A} \approx (0.08)n \left( \frac{T_h}{100 \text{ keV}} \right);
\]

so, for \( n = 10 \) and \( T_h = 120 \) keV, one obtains \( \omega_{d0}/\omega_A \approx 1 \).

The ratio \( \Delta_r/\tau \) was an expansion parameter in the equilibrium calculation; thus we cannot allow it to be too large. In the limit of an infinitely sharp gradient, we have \( \Delta_r/\tau \to 0, \hat{P}_{lh} \to 0 \), but \( \alpha_h \neq 0 \). Although unrealistic, this limit simplifies the equations significantly. In most instances, we will simply take \( \Delta_r/\tau = 0 \) and \( \omega_{*0}/\omega_{d0} = 0 \). Unlike procedures employed elsewhere\(^{13-15} \) we will raise \( \alpha_h \) from zero, keeping \( \alpha_c \) constant. This is a reasonable way of describing the evolution of the system as neutral beam particles are injected.

Figures 1 and 2 show the imaginary and real parts of the eigenfrequency, respectively, as \( \alpha_h \) is varied for four values of \( \omega_{d0}/\omega_A \) and \( \theta_0 = 0.895 \): namely, \( \omega_{d0}/\omega_A = (i) 0.01, (ii) 0.4, (iii) 0.7, \) and (iv) 2.0. Since \( \omega_{d0}/\omega_A \) is proportional to the energetic particle temperature, and \( \alpha_h \) is proportional to the energetic particle pressure, varying \( \alpha_h \) at constant \( \omega_{d0}/\omega_A \) implies a change in the hot species density. Case (i) represents the introduction of very low energy, MHD-like, trapped particles. Kinetic effects are small in this case. The increase in the growth rate is due to the increased pressure available to drive the instability; the real part of the frequency is hardly affected at all. Note that the use of the high bounce frequency ordering may be inappropriate for this case; it is included here for purposes of comparison.

Curve (ii) of Figs. 1 and 2 describes the effects of particles with significantly more energy. Their stabilizing effect is seen at small \( \alpha_n \), but is overcome by the destabilizing influence of the drift resonance (Re \( \omega \sim \omega_d \)) at larger values. Consequently, Im\( \omega \) increases with \( \alpha_h \) for \( \alpha_h \gtrsim 1.3 \), and Re \( \omega \) becomes significant compared to \( \omega_d \). By further increasing \( \omega_{d0}/\omega_A \) [curve (iii)], the distinction between these two modes becomes clearer. First, we see that we can completely stabilize the MHD ballooning mode (Re \( \omega \ll \omega_d \)) just before
the higher frequency precessional mode becomes unstable. Note the difference in the real parts of the frequencies for these two modes at $\alpha_h = 1.7$.

Finally, in case (iv) we consider very high energy particles (using the PDX values with a mode number, $n = 10$, this corresponds to $T_h \simeq 240$ keV). We can again completely stabilize the low-frequency root, but now there is some distance in $\alpha_h$ before the other mode becomes unstable. The existence of such a stable window has been noted by others.\textsuperscript{13,14} However, instabilities that we have not considered here may be present inside this window.\textsuperscript{17,26}

In those situations where $\omega \ll \omega_d$ and $\vartheta_0 \lesssim \pi/2$, it can be seen that the contribution arising from the kinetic term, Eq. (25), almost exactly cancels the hot particle contribution to the instability drive term in Eq. (24).\textsuperscript{13,15} Furthermore, as long as $\alpha_e$ is nonzero and $\phi(\vartheta = 0)$ is a local maximum of the eigenfunction, the portion of the kinetic contribution which is not cancelled by the fluid term proportional to $\alpha_h$ counteracts the destabilizing influence of the core pressure piece of the instability drive. Due to the stabilizing shear effects present in a tokamak, the requirements on $\alpha_h$ to do this effectively are not as strict as in a shear-free system such as EBT where the energetic particle pressure gradient must be sufficient to reverse the local magnetic field gradient.

The high frequency ($\omega \simeq \omega_d$) instability is introduced as a result of the negative energy character of the hot particle precessional mode\textsuperscript{19} arising out of the kinetic term in Eq. (25). By coupling this mode to positive energy waves or positive dissipation, the negative energy wave can be destabilized; here, the outgoing-wave boundary condition plays the part of positive dissipation.\textsuperscript{30} The strength of the coupling is proportional to $\alpha_h (\delta Q \propto \alpha_h)$; so, the growth rate of this mode tends to increase as the hot particle pressure gradient is raised.

However, at the same time, the resonant character of the kinetic term provides a source of negative dissipation since $\partial F/\partial \psi < 0$ in the region being studied.\textsuperscript{31} The stability of the high frequency mode is determined by the balance between the positive and negative dissipation. At low energetic particle temperatures, the former, depending mostly on properties of the background plasma, prevails and gives rise to instability if $\alpha_h$ is large enough. By raising the energy of the trapped particles, the balance is altered favorably, causing a drop in or even a disappearance of the growth rate.
4 Study of the Continuous Spectrum

The study of deeply trapped hot particle distributions did not produce any incompatibility in the demands that boundary conditions produce localized modes (i.e. \( \lim_{\theta \to \infty} \frac{\Im k}{\theta} > 0 \)) and outgoing waves \( \left( \lim_{|\theta| \to \infty} \Re \frac{\partial \varphi}{\partial \omega / \partial k} > 0 \right) \). However, when sloshing particle distributions are considered, nonlocalized modes are found. For example, when the distribution function in Eq. (22) is chosen, the search for eigenvalues gives the results shown in Fig. 3. The parameters for curve (i) are \( \Delta \lambda = 0.02, \varphi_0 = 3.04, \frac{\omega_0}{\omega_A} = 0.636, \) and \( \frac{\omega_0}{\omega_A} = 0; \) in curve (ii), they are the same except that \( \frac{\omega_0}{\omega_A} = 0.55. \) Eigenvalues are obtained for \( \alpha_h < \alpha_{h,cr}; \) in this range the two boundary conditions stated above are compatible [\( \alpha_{h,cr} \approx 1.2 \) for curve (i), and \( \alpha_{h,cr} \approx 2.2 \) for curve (ii); the apparent touching of the two curves at \( \alpha_h = 1.2 \) is accidental]. However, when \( \alpha_h \geq \alpha_{h,cr} \) the eigenmode no longer satisfies the outgoing wave and mode localization conditions simultaneously. From physical considerations we expect that the outgoing wave condition, which is amplifying at infinity, is the physically correct condition. This statement will be further justified below. Instead of studying the difficult problem of finding waves that amplify at infinity (this procedure is extremely sensitive to small numerical errors), we can study the stability of the continuum modes directly. These modes have the property that at infinity the wave number \( k \) is purely real. It can be shown that if the continuum modes are stable, then an unstable global mode must be spatially localized. But if the continuum modes are unstable, it is possible for the global modes to be spatially amplifying at infinity.\(^{32,33} \) Thus, if one is attempting to find a stable set of equilibrium parameters, one must first stabilize the continuous spectrum, and then examine the stability of the global eigenmodes.

To understand the continuum modes we wish to draw an analogy for the response of unstable waves in a spatially periodic equilibrium (where the linear response operator is spatially periodic and we can apply Floquet theory) to the unstable response of a spatially homogeneous equilibrium (where the linear response operator is spatially homogeneous). In a spatially homogeneous system the eigenfunctions are of the form \( \exp[i k x - i \omega(k) t] \) with \( k \) real. With instability we have \( \Im \omega(k) > 0 \) in some band of \( k \). These waves can be convectively or absolutely unstable.\(^{32} \) In a convective instability the response to a spatially
localized, temporally bounded source will be spatially growing but temporally bounded at 
a fixed spatial point. The typical response for \( x \) large and positive is \( \exp[ikx - i\omega(k)t] \) with 
\( \omega(k) \) real, \( \text{Re} \left( \frac{\partial \omega}{\partial k} \right) > 0 \), and \( \text{Im} \ k < 0 \) \( \left( \frac{\partial \omega}{\partial k} \equiv v_g \equiv \text{group velocity} \right) \). In an absolute 
instability the response at a given spatial point is unbounded in time. The characteristic 
frequency response of an absolute instability occurs where \( \frac{\partial \omega(k)}{\partial k} = 0 \) (or equivalently 
where \( k \) has a double root as a function of \( \omega \)) and \( \text{Im} \ k \leq 0 \) as \( x \to +\infty \). Furthermore, if 
an oscillator is applied at an external complex frequency \( \omega_0 \) with \( \text{Im} \ \omega_0 > \text{Im} \ \omega(k) \) for all 
real \( k \), then the spatial response of waves propagating away from the source decays, i.e., 
as \( x \to \infty \) the perturbed response is of the form \( \exp[ik(\omega_0)x - i\omega_0t] \), with \( \text{Im} \ k(\omega_0) > 0 \) 
and \( \text{Re} \ v_g > 0 \).

In a periodic equilibrium, the eigenfunctions of the system are of the form

\[ \phi_k(x) \exp[ikx - i\omega(k)t], \]

with \( k \) a real continuous parameter, and \( \phi_k(x) \) a periodic function of \( x \). It is plausible to 
expect, and in the appendix we show, that the nature of convective and absolute instabilities 
and their amplification and attenuation properties are entirely the same for periodic 
systems as in spatially homogeneous systems.

Now, we again note that the asymptotic operator that we are considering at large \( \theta \) 
in Eqs. (24) and (25) is spatially periodic. Thus, this operator is in the class of operators 
having Floquet type eigenfunctions, and we can classify the continuum modes as being 
convectively or absolutely unstable. We observe that in attempting to find a global 
eigenfunction of Eqs. (4) and (5), choosing a guess \( \omega = \omega_0 \) is equivalent to applying 
to the asymptotic operator a source (say at negative infinity) with a frequency \( \omega_0 \). If 
\( \text{Im} \ \omega_0 > \text{Im} \ \omega(k) \) for all real \( k \), we are guaranteed a response as \( \theta \to \infty \) in which the 
conditions \( \text{Im} \ k > 0 \) and \( \text{Re} \ v_g > 0 \) are compatible. However, if \( \text{Im} \ \omega_0 < \text{Im} \ \omega(k) \) for 
some \( k \), there need not be a compatibility of the two types of boundary conditions. By 
oberving the response of a convective instability to a point source, we can ascertain that 
the boundary condition \( \text{Re} \ v_g > 0 \) as \( \theta \to \infty \) is the correct one.

Now, if the global eigenfunction of the exact equation fails to satisfy the localization 
condition, it becomes extremely difficult to integrate directly. However, the stability search 
can be simplified by examining the eigenvalues for the continuous spectrum of the asymp-
totic operator. If it is possible to alter the parameters so that the continuous spectrum of the asymptotic operator is completely stable, then we are guaranteed that an unstable global eigenfunction must be localized in space. Thus, in order to find parameters that completely stabilize the system, it is first necessary to stabilize the set of asymptotic equations.

The numerical search of the continuous spectrum was performed for the two sloshing ion distributions given in Eqs. (22) and (23). The search for eigenvalues is made as follows. We look for eigenfunctions of Eqs. (24) and (25) in the limit \( \theta \to \infty \). In this case, the asymptotic form of the governing equations are

\[
\frac{d}{d\theta} \frac{d\phi}{d\theta} + \frac{\omega^2}{\omega_A^2} \phi = -\sin \theta \sigma q_R R_0 \delta Q
\]  

(38)

and

\[
\sigma \delta Q = m_n \int d^3v \frac{\omega - \omega_*}{\omega - \langle \omega \rangle} \frac{\partial^2 F_h}{\partial E} \left[ \langle \delta Q \rangle + \frac{q}{\tau_R} \langle \sigma \phi \sin \theta \rangle \right]
\]

(39)

where for simplicity we have neglected \( 2\epsilon \cos \theta \) and \( \omega_* \) in the inertia term. We note from the symmetry of these equations that coupling between \( \phi \) and \( \delta Q \) only occurs if \( \phi \) is odd and \( \delta Q \) is even. The symmetry also implies that \( \omega(-k) = \omega(k) \) and \( \omega(k+1) = \omega(k) \). From these conditions it follows that \( \frac{\partial \omega}{\partial k}(k) = 0 \) for \( 2k = \text{integer} \). We also observe that two independent solutions for \( \phi \) are obtained by construction of \( \phi_1(\theta) \) and \( \phi_2(\theta) \) with the boundary conditions

\[
\phi_1(-\pi) = 0, \quad \frac{d\phi_1}{d\theta}(-\pi) = 1
\]

\[
\phi_2(\pi) = 0, \quad \frac{d\phi_2}{d\theta}(\pi) = 1.
\]

From the symmetry of Eq. (38), it is clear that \( \phi_1(\theta) = -\phi_2(-\theta) \) and \( \frac{d\phi_1}{d\theta}(\theta) = -\frac{d\phi_2}{d\theta}(\theta) \).

Now, an eigenfunction \( \varphi(\theta) \), of the system must have the properties

\[
\varphi(\theta + 2\pi) = \varphi(\theta) \exp(2\pi ik), \quad \frac{d\varphi}{d\theta}(\theta + 2\pi) = \frac{d\varphi}{d\theta}(\theta) \exp(2\pi ik)
\]

and

\[
\varphi = \phi_1(\theta) + A\phi_2(\theta) \equiv \varphi_1(\theta) + A\varphi_1(-\theta).
\]

It is straightforward to show that \( A = \exp(-2\pi ik) \) and \( \varphi_1(\pi) = \cos(2\pi k) \). Thus, in searching for the eigenvalues \( \omega(k) \) we iterate as follows. We guess a value for \( \omega \), integrate Eqs. (24)
and (25) in the limit \( h \to \infty \) with the boundary condition \( \varphi_1(-\pi) = 0 \), \( \frac{d\varphi_1}{d\theta}(-\pi) = 1 \) to \( \vartheta = \pi \), and alter \( \omega \) until the condition \( \varphi_1(\pi) = \cos 2\pi k \) is fulfilled.

In this search, we find that these continuum modes are unstable. The most unstable modes for the distribution function in Eq. (22) are at the pinch point \( k = 0 \), while the most unstable modes for the distribution function in Eq. (23) are at the pinch point \( k = 1/2 \).

In Fig. 4 we show a plot of \( \text{Im} \frac{\omega}{\omega_A} = \gamma_{\text{max}} \) for the \( k = 0 \) mode as the parameter \( \Delta \lambda \) in Eq. (22) is varied. Other parameters here are \( \alpha_h = 1.52 \), \( \frac{\omega_{20}}{\omega_A} = 0.636 \), and \( \vartheta_0 = 3.04 \). The reduction in growth rate at small values of \( \Delta \lambda \) is the result of a decreasing contribution to the kinetic integral in Eq. (25) by the resonant \( \omega_r \langle \omega_d \rangle > 0 \) particles that give the equation a nonzero imaginary part and therefore a complex \( \omega \). Unfortunately, the value of \( \Delta \lambda \) required to stabilize the \( k = 0 \) continuum mode is too small to give rise to a physically realizable distribution.

We present the results of calculating \( \omega \) for the \( k = 1/2 \) mode as a function of \( \alpha_h \) in Fig. 5 using the distribution in Eq. (23). In this case, we have set \( \Delta \lambda = 0.02 \), \( \frac{\omega_{d0}}{\omega_A} = 5 \), and \( \alpha_c = 0 \). An interesting feature of this mode is that it is almost purely growing at large \( \alpha_h \). There are very few resonant particles in this instance so that the kinetic integral is mostly real; however, its sign is such that it leads to nearly purely growing instabilities. On the other hand, at small \( \alpha_h \) the number of resonant particles increases and the energetic particle response becomes complex so that the mode frequency obtains a significant real part, with the frequency approaching \( -\omega_A/2 \) as \( \alpha_h \to 0 \). In this region, the \( k = 1/2 \) mode is similar in behavior to the \( k = 0 \) mode discussed above.

For more details on these calculations and explanations of their physical relevance, the reader is referred to Refs. 17 and 18.
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Figure Captions

1. Imaginary part of the eigenvalue plotted as a function of $\alpha_h$ for four values of the parameter $\omega_{d0}/\omega_A$: (i) $\omega_{d0}/\omega_A = 0.01$, (ii) $\omega_{d0}/\omega_A = 0.4$, (iii) $\omega_{d0}/\omega_A = 0.7$, and (iv) $\omega_{d0}/\omega_A = 2$.

2. Real part of the eigenvalue plotted as a function of $\alpha_h$ for four values of the parameter $\omega_{d0}/\omega_A$: (i) $\omega_{d0}/\omega_A = 0.01$, (ii) $\omega_{d0}/\omega_A = 0.7$, (iii) $\omega_{d0}/\omega_A = 0.7$ and (iv) $\omega_{d0}/\omega_A = 2$.

3. Imaginary part of the eigenvalue plotted as a function of $\alpha_h$ for $\Delta \lambda = 0.02$, $\varphi_0 = 3.04$, and (i) $\omega_d/\omega_{d0} = 0$, (ii) $\omega_d/\omega_{d0} = 0.55$.

4. Plot of $\gamma_{\text{max}} = \text{Im} \omega/\omega_A$ as a function of $\Delta \lambda$ for the $k = 0$ mode with $\alpha_h = 1.52$ using the purely-trapped distribution given in Eq. (22).

5. Plot of $\gamma_{\text{max}} = \text{Im} \omega/\omega_A$ and the negative of the real part of the frequency for the $k = 1/2$ mode using the trapped and circulating distribution given in Eq. (23), with $\Delta \lambda = 0.02$, $\omega_{d0}/\omega_A = 5$, and $\alpha_c = 0$.

6. Original $C(\omega)$ contour that must lie above the $\omega = \omega_0$ and $\omega = \omega(k)$. The contour $\tilde{C}(\omega)$ represents $\omega = \omega(k)$ for real $k$. In (a) $\omega_0$ lies outside $\tilde{C}(\omega)$ and in (b) $\omega_0$ lies inside $\tilde{C}(\omega)$. The contour $C^{\alpha}(\omega)$ is the contour of integraion in Eq. (A-17).

7. The contour $C_k$, distorted away from the real axis into the upper-half plane of $x > 0$.

8. The distortion of the $\tilde{C}(\omega)$ contour where $\omega$ is complex and $k$ is real to the real $\omega$ axis or to a steepest descent contour. In (a), $\omega_0$ lies outside $\tilde{C}(\omega)$; in (b) $\omega_0$ lies inside $\tilde{C}(\omega)$.
Appendix: Boundary Conditions for Waves in Spatially Homogeneous and Spatially Periodic Equilibria

We wish to modify the theory of convective and absolute instabilities in a spatially homogeneous system\textsuperscript{32,33} and extend the result to the response of waves in a periodic system. The purpose of this discussion is to understand the boundary condition needed for the integral equations examined in the text; this system asymptotically approaches one that can be described by an operator with periodic symmetry.

We shall represent an operator characterizing the response to linear perturbations by the symbol $\hat{D}_{x,t}$. In a spatially homogeneous system, this linear operator exhibits invariance to arbitrary space and time translations, so that

$$\hat{D}_{x+L,t+T} = \hat{D}_{x,t} \quad \text{(A - 1)}$$

for arbitrary $L$ and $T$. From this property it follows that the eigenfunctions for the system must be of the form

$$\exp[ikx - i\omega(k)t], \quad \text{(A - 2)}$$

where $k$ is real, and for a given $k$, multiple complex $\omega(k)$ exist. If $\text{Im} \, \omega(k) > 0$, the system is linearly unstable. We shall use the superscript SH (spatially homogeneous) to denote the class of operators satisfying Eq. (A-1).

In periodic equilibria of period $L_0$, the linear response operator (now denoted with a superscript SP for spatially periodic) has the symmetry property

$$\hat{D}^{SP}_{x+nL_0,t+T} = \hat{D}^{SP}_{x,t} \quad \text{(A - 3)}$$

for arbitrary $T$ and any integer $n$. Given the symmetry shown in Eq. (A-3) it follows from Floquet theory that the eigenfunctions of $\hat{D}^{SP}_{x,t}$ are of the form

$$\phi_{k,n}(x) \exp[ikx - i\omega_n(k)t] \quad \text{(A - 4)}$$

where $\phi_{k,n}(x + L_0) = \phi_{k,n}(x)$, $k$ is real, and the $n$-index indicates the multiple values of $\phi_{k,n}(x)$ and $\omega_n(k)$ for a given $k$.

Now let us develop the theory for the response of a spatially homogeneous system to a localized source in a manner similar to that used in Ref. 33. We need to obtain the
asymptotic solution to the equation

\[ \hat{D}_{SH}^{x,t} \psi(x,t) = \hat{S}(x) H(t) \exp(-i\omega_0 t); H(t) = \begin{cases} 1, & t > 0 \\ 0, & t < 0, \end{cases} \]  \quad (A-5) \]

\[ \lim_{|x| \to \infty} \frac{\hat{S}(x)}{|x|^m} \to 0 \]

for all \( m \). By taking the spatial Fourier and the temporal Laplace transforms of Eq. (A-5), we find the solution

\[ \psi(x,t) = i \int_{-\infty}^{\infty} \frac{dk}{2\pi} \int_{C(\omega)} \frac{d\omega}{2\pi} \frac{S(k) \exp[-i\omega t + ikx]}{(\omega - \omega_0)D^{SH}(k,\omega)}, \]  \quad (A-6) \]

where

\[ S(k) = \int_{-\infty}^{\infty} dx \exp(-ikx)\hat{S}(x), \]

\[ D^{SH}(k\omega) = \int_{0}^{\infty} dt \int_{-\infty}^{\infty} dx \exp[-ikx + i\omega t]\hat{D}_{x,t}^{SH}, \]  \quad (A-7) \]

\( C(\omega) \) is a contour in the \( \omega \) plane above all the zeros of the denominator which are \( \omega_0 \) and \( \omega(k) \) with \( D^{SH}(k,\omega(k)) = 0 \) (see Fig. 6).

We shall assume that \( \text{Im } \omega(k) > 0 \) for some bands of \( k \). The contour \( \tilde{C}(\omega(k)) \), shown in Fig. 6(a) is the map of real \( k \) onto the complex \( \omega \)-plane in regions where \( \text{Im } \omega(k) > 0 \). The end-points \( P_1 \) and \( P_2 \), at \( k = k_1 \) and \( k = k_2 \), respectively are where \( \text{Im } \omega(k_{1,2}) = 0 \). Usually there are several such contours arising from bands of real \( k \) where \( \text{Im } \omega > 0 \). A frequent case is where \( \omega(k) = \omega(-k) \). In this case the two \( \tilde{C}(\omega) \) contours are identical, but as real \( k \) increases, one of the contours maps in the clockwise direction, while the other maps in the counter-clockwise direction. In general a given \( \tilde{C}(\omega) \) contour either winds in the clockwise direction or the counter-clockwise direction. Now

\[ \frac{d\omega}{dk} = -\frac{\partial D}{\partial k} \equiv v_g, \]

where \( v_g \) is the group velocity, and \( \text{Re } \delta \omega = \delta k \text{ Re } v_g \), where \( \delta k \) and \( \delta \omega \) are incremental changes in \( \omega \) and \( k \). Thus, as \( k \) increases, a clockwise (counter-clockwise) contour of \( \tilde{C}(\omega) \) has \( \text{Re } v_g \) predominantly positive (negative). We shall assume that \( v_g \neq 0 \) on \( \tilde{C}(\omega) \), with the possible exception of the end-points. However, \( \text{Re } v_g \) can change sign. For example,
if we assume $\tilde{C}(\omega)$ in Fig. 6(b) is a clockwise contour, there is a small region where $\text{Re } \omega(k_2) > \text{Re } \omega(k_1)$ for $k_2 > k_1$. Hence, though the predominant sign of $\text{Re } v_g$ is positive, in the region where $\text{Re } \omega$ doubles back, $\text{Re } v_g < 0$. We shall define $\text{sg}(\tilde{C}) = 1$ if the contour is clockwise and $\text{sg}(\tilde{C}) = -1$ if the contour is counter-clockwise.

A frequency $\omega_0$ is defined to be inside the counter $\tilde{C}(\omega)$ if it lies between $\tilde{C}(\omega)$ and the real axis. Otherwise $\omega_0$ is outside this contour.

Suppose for definiteness, the contour $\tilde{C}(\omega)$ is clockwise, and we distort $\omega(k)$ to move inside the contour towards the real axis between $P_1$ and $P_2$. Because of the clockwise assumption, $\tilde{C}(\omega)$ goes from $P_1$ to $P_2$ and $\text{Re } v_g$ is predominantly positive. Now let $\omega(k) \rightarrow \omega(k) - i\epsilon$ with $\epsilon$ real. $\delta k$, the change of $k$, is found from the dispersion relation as

$$\delta k = -i\epsilon/v_g, \quad (A-8)$$

so that

$$\text{Im } \delta k = -\frac{\epsilon}{|v_g|^2} \text{Re } v_g. \quad (A-9)$$

From Fig. 6, it is clear that in order to go to the inside of $\tilde{C}(\omega)$ requires $\epsilon > 0$ if $\text{Re } v_g > 0$ (as then $\text{Re } \omega$ increases with increasing $k$) and $\epsilon < 0$ if $\text{Re } v_g < 0$, (as then $\text{Re } \omega$ decreases with increasing $k$). In any case, it follows from (A-9) that to go to the inside of $\tilde{C}(\omega)$ requires $\text{Im } \delta k < 0$. We further note that $\text{Im } k$ cannot change sign inside $\tilde{C}(\omega)$, for if at some point it did, such a point would be on $\tilde{C}(\omega)$ as $k$ is then real. Thus, all points inside a clockwise contour $\tilde{C}(\omega)$ have $\text{Im } k < 0$. Similar arguments hold for counter-clockwise contours. Thus, we conclude that all $k(\omega)$ points on the inside of clockwise (counter-clockwise) $\tilde{C}(\omega)$ contours have $\text{Im } k < 0 (\text{Im } k > 0)$ and produce spatial amplifications towards the positive (negative) $x$-direction.

Now, suppose $\omega_0$ in Eq. (A-6) lies outside the contours $\tilde{C}_j(\omega)$ (the subscript $j$ specifies the set of possible contours) as shown in Fig. 6a. Then to evaluate the dominant response of Eq. (A-6) we bring the $C$-contour down to the real axis. In so doing we pass the poles at $\omega = \omega_0$ and $\omega = \omega_j(k)$ where $D(k, \omega_j(k)) = 0$ and $\text{Im } \omega_j(k) > 0$. Thus, $\psi(x, t)$ becomes

$$\psi(x, t) = \int_{(\text{real } k)} dk \frac{S(k) \exp[-i\omega_0 t + ikx]}{2\pi D^{\text{SH}}(k, \omega_0)} + \sum_j \int \frac{dk}{2\pi} \frac{S(k) \exp[-i\omega_j(k)t + ikx]}{(\omega - \omega_0) \frac{\partial}{\partial \omega} D^{\text{SH}}(k, \omega_j(k))}$$

$$+ i \int_{\text{real } k} \int_{\tilde{C}(\omega)} \frac{d\omega}{2\pi} \frac{S(k) \exp[i\omega t + ikx]}{(\omega - \omega_0) D^{\text{SH}}(k, \omega)} \quad (A-10)$$
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where $C'(\omega)$ is on the real $\omega$-axis. The first and second terms have exponential factors that amplify with time, while the last integral is bounded in time. Therefore, the last term can be ignored when compared with the other two. In the second term, we make the dispersion transformation from $k$ to $\omega$ through the dispersion relation $D_{\text{SH}}(k, \omega) = 0$ for $k$ in the interval $k_{1j} < k < k_{2j}$. Then using

$$
\frac{d\omega}{dk} = -\frac{\partial D_{\text{SH}}(k, \omega(k))}{\partial k} \sqrt{\frac{\partial D_{\text{SH}}(k, \omega(k))}{\partial \omega}}
$$

the dominant temporal response to Eq. (A-10) can be written as,

$$
\psi(x, t) = \psi_1(x, t) + \psi_2(x, t) \quad (A - 11)
$$

with

$$
\begin{align*}
\psi_1(x, t) &= \int_{\text{real } k} \frac{dk}{2\pi} \frac{S(k) \exp[-i\omega_0 t + ikx]}{D_{\text{SH}}(k, \omega_0)} \quad (A-12) \\
\psi_2(x, t) &= -\sum_j \int_{C_j} \frac{d\omega}{2\pi} \frac{S(k(\omega)) \exp[-i\omega t + ik(\omega)x]}{(\omega - \omega_0) \frac{\partial D_{\text{SH}}(k, \omega(\omega))}{\partial k}} \quad (A-13)
\end{align*}
$$

In evaluating the first integral for $x > 0$ ($x < 0$), we need to distort the contour in the upper (lower) $k$-plane towards infinity. As we distort we may encounter a pole at $k = k_{0j}$ where $D_{\text{SH}}(k_{0j}, \omega_0) = 0$. These poles give rise to spatially damped contributions to Eq. (A-12). Thus, assuming that $S(k)$ has no singular points, we find

$$
\begin{align*}
\psi_1(x, t) &= i \sum_{(\text{Im} k_j > 0)} \frac{\exp[ik_{0j}x - i\omega_0 t] S(k_{0j}) \delta(k - k_{0j})}{\partial D_{\text{SH}}(k_{0j}, \omega_0)} \frac{\partial D_{\text{SH}}(k_{0j}, \omega_0)}{\partial k} \\
&+ \int_{C_k} \frac{dk}{2\pi} \frac{S(k) \exp[ikx - i\omega_0 t]}{D_{\text{SH}}(k, \omega_0)} \quad (A-14)
\end{align*}
$$

where the $C_k$ contour is shown in Fig. 7 for $x > 0$; we have assumed possible non-analytic points at $k = 0$ and $k = \pm k_c$. For this discussion we ignore the contribution from these non-analytic points (although physically they may be quite important) and emphasize the pole contributions at $k_{0j}$.

To evaluate $\psi_2(x, t)$ we distort the $\omega$ contour to the real axis. Since $\omega_0$ is assumed to be outside $\tilde{C}(\omega)$, there are no poles from $\omega = \omega_0$. However, we may encounter branch points where $\frac{\partial D_{\text{SH}}(k_b, \omega_b)}{\partial k}$ and $D_{\text{SH}}(k_b, \omega_b)$ vanish. If such points exist the $\tilde{C}(\omega)$ contour cannot
be completely deformed to the real \( \omega \)-axis, but must wind around the points \( \omega_{kj} \). Thus in Fig. 8a, the \( \mathcal{C}(\omega) \) contour is distorted to be along the real axis, except where it needs to rise and fall to go around \( \omega = \omega_{kj} \). Then the typical response for \( t \to \infty \) can be evaluated by integrating near the branch points \( \omega_{kj} \) by the method of stationary phase to give

\[
\psi_2(x,t) = \sum_j \frac{S(k_{kj}) \exp[ik_{kj}x - i\omega_{kj}t]}{i D_{kk}^{SH}D_{\omega}^{SH}t^{1/2}(\omega_{kj} - \omega_0)}.
\]  
(A - 15)

Thus, the characteristic response to \( \psi(x,t) \) for long times is

\[
\psi(x,t) = i \sum_{(\text{Im}\, k_{kj} > 0)} \frac{\exp[ik_{kj}x - i\omega t]S(k_{kj})sgx}{\partial D_{\omega}^{SH}(k_{kj}, \omega_0)} \frac{\partial k}{\partial k} + \sum_j \frac{S(k_{kj}) \exp[ik_{kj}x - i\omega_{kj}t]}{i D_{kk}^{SH}(k_{kj}, \omega_{kj})D_{\omega}^{SH}(k_{kj}, \omega_{kj})t^{1/2}(\omega_{kj} - \omega_0)}.
\]  
(A-16)

There are several important conclusions that follow from these results:

1. If \( \omega_0 \) is outside \( \mathcal{C}(\omega) \), \( \text{Im} \, k_{kj} > 0 \) which causes attenuation in the direction of increasing \( |x| \).

2. If \( \mathcal{C}_{j}(\omega) \) is a clockwise (counter-clockwise) contour so that \( \text{Re} \, v_\gamma \) is predominantly positive (negative) for real \( k \), \( \text{Im} \, k_{kj} < 0 \) (\( \text{Im} \, k_{kj} > 0 \)) which leads to amplification in the positive (negative) \( x \)-direction and decay in the negative (positive) \( x \)-direction.

3. The characteristic frequency response in Eq. (A-16) comes from the term with the largest \( \text{Im} \, \omega \).

Now let us assume \( \omega_0 \) is inside some of the \( \mathcal{C}_{j}(\omega) \) contours as shown in Fig. 6b. We evaluate as indicated above the contributions from those contours \( \mathcal{C}_{j}(\omega) \) in which \( \omega_0 \) is on the outside. The contributions in which \( \omega_0 \) is on the inside are evaluated as follows. We lower the appropriate \( \mathcal{C}_{j}(\omega) \) contours so that it passes through all poles of \( \omega(k) \) but still lies above \( \omega_0 \). The contribution to Eq. (A-7) from those contours \( j \) with \( \omega_0 \) inside \( \mathcal{C}_{j}(\omega) \) is

\[
\psi(x,t) = -\sum_j \int_{\mathcal{C}_{j}(\omega)} \frac{d\omega \exp[ik(\omega)x - i\omega t]S(k(\omega))}{2\pi} \frac{\partial D_{\omega}^{SH}(k(\omega), \omega)}{\partial k}(\omega - \omega_0)
\]

\[
+ i \sum_j \frac{dk}{2\pi} \int_{\mathcal{C}_{j}''(\omega)} \frac{d\omega \exp[ikx - i\omega t]S(k)}{2\pi} \frac{D_{\omega}^{SH}(k, \omega)}{(\omega - \omega_0)}
\]  
(A-17)

where \( \mathcal{C}_{j}''(\omega) \) is the dashed contour shown in Fig. 6(b). It intersects the \( \omega \)-points at \( P_1 \) and \( P_2 \) and lies inside the \( \mathcal{C}(\omega) \) contour but above \( \omega = \omega_0 \). In the first integral we have again transformed \( k \to \omega \) through the relation \( D_{\omega}^{SH}(k, \omega) = 0 \).
We lower $\bar{C}_j(\omega)$ as before, but now we have the pole of $\omega = \omega_0$ to pick up as shown in Fig. 8b. The sign of the residue of this contribution is positive if $\bar{C}_j(\omega)$ is clockwise and negative if the contour is counterclockwise. The second integral also has poles at $\omega = \omega_0$ and $\mathcal{D}^{\text{SH}}(k, \omega) = 0$: With further contour deformation we can write for $\psi(x, t)$,
\[
\psi(x, t) = i \sum_j \frac{\text{sg}(\bar{C}_j) S(k_j(\omega_0))}{\partial \mathcal{D}^{\text{SH}}(k_j(\omega_0), \omega_0)} \exp[i k_j(\omega_0)x - i \omega_0 t] + \int_{\text{real } k} \frac{dk}{2\pi} \frac{\exp[i k x - i \omega_0 t] S(k)}{\mathcal{D}^{\text{SH}}(k, \omega_0)} - \sum_j \int_{C'_j(\omega)} \frac{dw}{2\pi} \frac{\exp[i k(w)x - i \omega t] S(k(w))}{\partial \mathcal{D}^{\text{SH}}(k(w), \omega)(\omega - \omega_0)}
\]
\[
+ i \int_{\text{real } k} \int_{\text{real } \omega} \frac{dk}{2\pi} \frac{\exp[i k x - i \omega t] S(k)}{\mathcal{D}^{\text{SH}}(k, \omega)(\omega - \omega_0)}
\]
where the $C'_j(\omega)$ contour is shown in Fig. 8b. Again, the last term can be neglected as $t \to \infty$, and the next to last term is to be evaluated by the method of stationary phase. The second term is evaluated by deforming the path of integration, for $x > 0$ ($x < 0$) in the upper (lower) $k$-plane (as in Fig. 7 for say, $x > 0$). The exponentially growing terms in (A-18) then become as $t \to \infty$
\[
\psi(x, t) \approx i \sum_j \frac{\text{sg}(\bar{C}_j) S(k_j(\omega_0))}{\partial \mathcal{D}^{\text{SH}}(k_j(\omega_0), \omega_0)} \exp[i k_j(\omega_0)x - i \omega_0 t] + \sum_{j, \text{Im } k_j > 0} \frac{S(k_j(\omega_0)) \exp[i k_j(\omega_0)x - i \omega_0 t]\text{sg}x}{\partial \mathcal{D}^{\text{SH}}(k_j(\omega_0), \omega_0)}
\]
\[
+ \sum_j \frac{S(k_{bj}) \exp[i k_{bj}x - i \omega_{bj} t]}{\left[i \mathcal{D}^{\text{SH}}(k_{bj}, \omega_{bj}) \mathcal{D}^{\text{SH}}(k_{bj}, \omega_{bj}) t \right]^{1/2} (\omega_{bj} - \omega_0)}.
\]

Notice that certain members of the first term cancels the second term. Specifically, for say $x > 0$, the counterclockwise contours in the first term will have $\text{Sg} \bar{C}_j = -1$ and, from our previous discussion, it follows that $\text{Im } k_j > 0$. These contributions will cancel with the second term, and only the contour contributions with $\text{sg}(\bar{C}_j) = +1$ persist in the first term. A similar cancellation occurs for $x < 0$. Now combining the result of Eqs. (A-16) and (A-19), the asymptotic time response as $t \to \infty$ is,
\[
\psi(x, t) \approx i \sum_{\text{sg}x} \frac{\text{sg}x \exp[i k_j(\omega_0)x - i \omega_0 t] S(k_j(\omega_0))}{\partial \mathcal{D}^{\text{SH}}(k_j(\omega_0), \omega_0)}
\]
\[
\left[\begin{array}{c}
\omega_0 \text{ inside } C_j(\omega) \\
\text{sg}x < 0
\end{array}\right]
\]
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\[ + i \sum_{\omega_0 \text{ outside } \tilde{C}_j(\omega)} \left[ \begin{array}{c} S(k_j(\omega)) \exp[i k_j(\omega) x - i \omega_0 t] \frac{\partial D^{SH}(k_j(\omega), \omega_0)}{\partial k} \\ \partial \tilde{C}_j(\omega) \end{array} \right] \]
\[ + \sum_j \frac{S(k_{b_j}) \exp[i k_{b_j} x - i \omega_{b_j} t]}{[i D_{b_j}^{SH}(k_{b_j}, \omega_{b_j}) D_{\omega}^{SH}(k_{b_j}, \omega_{b_j}) t]^{1/2} (\omega_{b_j} - \omega_0)}. \tag{A-20} \]

In Eq. (A-20) we observe amplification of waves in the direction of the predominant group velocity of that contour \(\tilde{C}(\omega_0)\) if \(\omega_0\) is inside a \(\tilde{C}(\omega)\) contour, and attenuation of those waves if \(\omega_0\) is outside of the contour.

Now, if we are given a frequency \(\omega_0\), with \(\text{Im } \omega_0 > 0\), we need to determine which of the allowed \(k_{0j}\), the zeros of \(D(k_{0j}, \omega_0)\) are allowed as \(|x| \to \infty\). The choice, \(\text{Re } k_{0j} < 0\) is the correct one if \((\omega_0, k_j(\omega_0))\) lies inside a contour \(\tilde{C}_j(\omega)\) and the choice \(\text{Re } k_{0j} > 0\) is the correct one if \((\omega_0, k_j(\omega_0))\) lies outside the contours \(\tilde{C}_j(\omega)\). A point is inside (outside) a contour \(\tilde{C}_j(\omega)\) if, as we vary \(\omega\) from \(\omega_0\) to \(\omega_0 + i \gamma\) with \(0 < \gamma < \infty\), we follow \(k_j(\omega_0 + i \gamma)\) and we cross the real \(k\) axis an odd (even) number of times. If \((\omega_0, k_j(\omega_0))\) is inside the contour, \(\text{Re } \nu_0 > 0\) is guaranteed on the last crossing of the real \(k\) axis and there is spatial wave amplification in the direction of the group velocity for \(\omega = \omega_0\). From our discussion it is also clear that if \(\text{Im } \omega(k) \leq 0\) for all real \(k\), and if \(\text{Im } \omega_0 > 0\), we are outside \(\tilde{C}(\omega)\). Then only those \(k_j\) with \(\text{Re } k_j < 0\) are correct; these are spatially attenuated waves.

We wish to establish a similar criterion on the wavenumber \(k\) for the response of a localized source in a periodic system with period \(L_0\). The critical point is to show that the response function can be written in a manner similar to Eq. (A-6). The essential features are the poles at \(\omega = \omega_0\) and \(\omega = \omega(k)\), the continuum modes for real \(k\).

To demonstrate such characteristics we first need to discuss some properties of \(\hat{D}_{x,t}^{SP}\). We define for any linear operator
\[ \hat{D}_{x}^{SP}(\omega) = \lim_{T \to \infty} \frac{1}{T} \int_0^T dt \exp(i \omega t) \hat{D}_{x,t}^{SP} \exp(-i \omega t). \tag{A - 21} \]

The eigenfunction \(\phi_{k,n}(x) \exp(ikx)\) with eigenvalue \(\omega_n(k)\), satisfies the equation
\[ \hat{D}_{x}^{SP}(\omega_n(k)) \left[ \phi_{k,n}(x) \exp(ikx) \right] = 0, \tag{A - 22} \]
where \(k\) is real. We also observe that \(\omega_n(k)\) can be analytically continued into the complex plane by choosing \(k\) complex and finding the complex \(\omega\)-values that allow \(\phi_{k,n}(x)\) to be periodic.
Now, let us consider the driven problem,

\[ \hat{D}_{x,2}^{\text{SP}} \tilde{\psi}(x, t) = \tilde{S}(x) H(t) \exp i\omega_0 t. \]  
(A-23)

By taking the time Laplace transform of this equation, we obtain

\[ \hat{D}_{x}^{\text{SP}}(\omega) \psi(x, \omega) = i \frac{\tilde{S}(x)}{\omega - \omega_0}, \]

(A-24)

with

\[ \psi(x, \omega) = \int_0^\infty dt e^{i\omega t} \tilde{\psi}(x, t). \]

(A-25)

We now write \( \psi(x, \omega) \) as a Fourier integral,

\[ \psi(x, \omega) = \int_{-\infty}^\infty \frac{dk}{2\pi} \psi_k(\omega) \exp(i k x) \]

(A-26)

and substitute this into Eq. (A-24). In general from the periodicity conditions on \( \hat{D}_{x}^{\text{SP}}(\omega) \) we have the property

\[ \hat{D}_{x}^{\text{SP}}(\omega) e^{ikx} = \sum_m D_{k,mk_0}(\omega) e^{ikx + imk_0 x} \]

(A-27)

with \( k_0 = 2\pi/L_0 \). Thus, Eq. (A-24) can be written as

\[ \int \frac{dk'}{2\pi} \sum_m D_{k',mk_0}(\omega) \exp[i(k' + mk_0)x] \psi_{k'} = i \frac{\tilde{S}(x)}{(\omega - \omega_0)}. \]

(A-28)

Now, multiplying Eq. (A-28) by \( \exp(-ikx) \) and integrating in \( x \), yields

\[ \sum_m D_{k-mk_0,mk_0}(\omega) \psi_{k-mk_0} = i \frac{S(k)}{(\omega - \omega_0)} \]

(A-29)

where \( S(k) \) is defined in Eq. (A-7).

Let us define the reduced wavenumber \( k_1 \left( -\frac{\pi}{L_0} < k_1 < \pi/L_0 \right) \) and the matrix element \( d_{n,m}(\omega) \)

\[ k_1 = \left( k + \frac{\pi}{L_0} \right) \text{mod} \left( \frac{2\pi}{L_0} \right) - \frac{\pi}{L_0} \]

\[ d_{n,m}(\omega, k_1) = D_{mk_0+nk_0,mk_0}(\omega). \]

(A-30)

Equation (A-29) is then

\[ \sum_m d_{n,m}(\omega, k_1) \psi_{k_1+mk_0} = i \frac{S(k_1 + nk_0)}{(\omega - \omega_0)} \]

(A-31)
where \( n = (k - k_1)/k_0 \). The inverse of \( d_{n,m}(\omega, k_1) \) is

\[
d_{n,m}^{-1}(\omega, k_1) = \frac{\tilde{d}_{n,m}(\omega, k_1)}{D_{SP}(\omega, k_1)}
\]  (A - 32)

where \( \tilde{d}_{n,m}(\omega, k_1) \) is the cofactor of \( d_{n,m} \) and \( D_{SP}(\omega, k_1) \) is the determinant of \( d_{n,m} \). For \( \omega = \omega_n(k_1), D_{SP}(\omega_n(k_1), k_1) = 0 \).

The solution to Eq. (A-31) can then be written as

\[
\psi_{k_1+nk_0}(\omega) = \frac{i}{D_{SP}(\omega, k)(\omega - \omega_0)} \sum_m \tilde{d}_{n,m}(\omega) S(k_1 + mk_0).
\]  (A - 33)

Thus, the solution to \( \tilde{\psi}(x, t) \) is

\[
\tilde{\psi}(x, t) = i \int_{\text{real } k \text{ axis}} \frac{dk}{2\pi} \int_{C(\omega)} \frac{d\omega}{2\pi} \sum_m \tilde{d}_{n,m}(\omega) S(k_1 + mk_0) \exp[ikx - i\omega t] \frac{\sum_m \tilde{d}_{n,m}(\omega) S(k_1 + mk_0) \exp[ikx - i\omega t]}{D_{SP}(\omega, k_1)(\omega - \omega_0)}
\]  (A - 34)

where \( C(\omega) \) is a contour in the upper half \( \omega \)-plane, as in Fig. 6, and recall \( k = nk_0 + k_1 \).

Assuming these are no poles associated with the cofactor \( \tilde{d}_{n,m}(\omega) \), the analyticity properties of Eq. (A-34) is identical to the analyticity properties of Eq. (A-6). Hence, our conclusions regarding the amplification or decay of the solution for large \( |x| \) in the spatially periodic case are completely identical to those for the spatially homogeneous case.
<table>
<thead>
<tr>
<th>m</th>
<th>i</th>
<th>ii</th>
<th>iii</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.54047205</td>
<td>0.37101330i</td>
<td>0.14793329i</td>
</tr>
<tr>
<td>2</td>
<td>0.54053565</td>
<td>0.36901166i</td>
<td>0.13877013i</td>
</tr>
<tr>
<td>3</td>
<td>0.54052609</td>
<td>0.36901026i</td>
<td>0.13826504i</td>
</tr>
<tr>
<td>4</td>
<td>0.54052386</td>
<td>0.36901026i</td>
<td>0.13823684i</td>
</tr>
<tr>
<td>5</td>
<td>0.54055287</td>
<td>0.36901026i</td>
<td>0.13823475i</td>
</tr>
</tbody>
</table>

**TABLE I**
Fig. 3
Fig. 4